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A novel set of hydroclimate reconstructions is presented from the eastern equatorial Pacific that spans the last 9100 years. Past changes in total climatological rainfall and rainfall associated with El Niño events were reconstructed using the sedimentary distribution, accumulation rate, and hydrogen isotope composition of four lipid biomarkers in the sediment of El Junco Lake, San Cristóbal Island. Possible mechanisms of the multi-decadal to millennial scale rainfall variations inferred at El Junco Lake are evaluated in light of tropical hydroclimate and global climate reconstructions through the Holocene.

Tropical hydroclimate changes are further investigated during the so-called “8.2 ka event” and the Little Ice Age (LIA) using climate model simulations. We propose that rainfall changes
at El Junco Lake ca. 8500-8000 yr BP were produced by a large meltwater pulse in the North Atlantic that caused a southward shift of the ITCZ (via reduced northward ocean heat transport and expanded Arctic sea ice) and weakened El Niño/Southern Oscillation (ENSO) variability (via tropical Pacific mean state changes that increased the stability of the coupled ocean-atmosphere system). We provide support for this concept using simulations with a fully coupled global climate model (CESM) and a linearized ocean-atmosphere model of the tropical Pacific (LOAM),

Tropical hydroclimate changes and their mechanisms during the LIA were investigated in the CMIP5/PMIP3 last millennium simulations. Climate forcings and feedbacks were quantified using the Approximate Partial Radiative Perturbation and radiative kernel methods, highlighting the role of volcanic forcing and the water vapor, lapse rate, and surface albedo feedbacks during the LIA. A weak southward shift in zonally averaged tropical precipitation was found during the LIA in the model simulations in association with anomalous northward cross-equatorial atmospheric energy transport that was driven by greater volcanic forcing and greater snow and sea ice response in the Northern (versus Southern) Hemisphere.

A second theme of this dissertation is the influence of tropical Pacific mean state changes on ENSO variability. This concept is explored through simulations of the 8.2 ka event, as well as through analysis of the large, unforced, multi-decadal changes in ENSO variability in the General Circulation Model GFDL CM2.1. Experiments using LOAM suggest that a two-way feedback operates between ENSO and the mean state of the tropical Pacific in CM2.1, whereby random forcing and nonlinear dynamics produce low frequency changes in ENSO variance that are then counteracted by mean state feedbacks.
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Chapter 1. INTRODUCTION

*I climb because I thirst to throw back the margins of my world. There remains so much that I do not know.*

Gregory Crouch, *Enduring Patagonia*

Constraining the evolution of the Earth’s climate system through the present interglacial period (i.e. the last 11,700 years, known as the Holocene epoch) is critical for understanding natural variations in the climate system and for placing recent climate change into a broader context. The dominant drivers of climate change during the Holocene include orbital forcing (as the Earth undergoes precession around its rotational axis with a period of ca. 26,000 years), volcanic forcing (as large volcanic eruptions catapult light-scattering aerosols into the stratosphere which then spread across the globe), changes in solar irradiance, and changes in the concentration of atmospheric greenhouse gases. However, the evolution of the Holocene climate remains poorly understood. This is exemplified by the large disparities that exist between proxy reconstructions and climate model simulations of temperature trends over the Holocene (Liu et al., 2014; Marcott and Shakun, 2015).

One component of past climate variations that warrants particular attention is the tropical Pacific climate due to its unique ability to dramatically and rapidly reorganize and to project its changes across the globe. The global impact of changes in tropical Pacific climate is apparent on interannual timescales in the El Niño-Southern Oscillation (ENSO), a tropical Pacific coupled atmosphere-ocean phenomenon that drives the single largest pattern of natural climate variability on a global scale, affecting precipitation and temperature patterns across more than half of the globe every 3-7 years (e.g. Alexander et al., 2002; Rasmusson and Carpenter, 1982; Trenberth et al., 1998). It is also thought to have played a fundamental role in driving global climate change on much longer (i.e. orbital and millennial) timescales (e.g. Chiang, 2009). Developing a firm understanding of past climate change (at any timescale) thus necessitates a firm understanding of changes in the tropical Pacific. However, robust reconstructions of tropical Pacific climate over the Holocene are hampered by a paucity of continuous, high-resolution paleoclimate archives from this region.
The goals of this dissertation are to develop a new set of hydroclimate reconstructions from the eastern equatorial Pacific that span the current interglacial period and to examine mechanisms of tropical Pacific climate change during this time through a combination of proxy- and climate model-based approaches. In Chapters 2-4, a set of Holocene hydroclimate reconstructions from the Galápagos Islands is presented, based on the accumulation rate and isotopic composition of sedimentary lipid biomarkers in El Junco Lake. These reconstructions offer insight into rainfall changes associated with ENSO and the climatological position of the Intertropical Convergence Zone (ITCZ; the region of convergence of the northern and southern trade winds that produces a band of convection and heavy rainfall just north of the equator). In Chapter 2, we present the method and analysis techniques used to interpret the proxy records and develop the rainfall reconstructions. In Chapter 3, we present the 9100 yr hydroclimate record from El Junco Lake and evaluate the inferred tropical Pacific hydroclimate changes in the context of global climate changes through the Holocene. In Chapter 4, which concludes the geochemistry portion of this dissertation, we present evidence from these records suggesting that large hydroclimate changes occurred in the eastern equatorial Pacific during the time that large glacial lakes discharged into the North Atlantic ca. 8300 yr BP. Mechanisms of a dynamical link between a climatological southward shift of the ITCZ and weakened ENSO variability (as inferred from the El Junco Lake hydroclimate reconstructions) are explored using a intermediate complexity model of the tropical Pacific.

In Chapters 5-8 of this dissertation, we focus on dynamical mechanisms of tropical Pacific climate change during the Holocene, with an emphasis on the North Atlantic freshwater event ca. 8300 yr BP and the Little Ice Age (LIA). The so-called “8.2 kyr event” is thought to have been the most abrupt climate change event of the Holocene, with proxy records indicating cooling across the North Atlantic, including a precipitous drop of 3-7 °C in the surface temperature of central Greenland in less than 20 years (Alley et al., 1997; Kobashi et al., 2007; Leuenberger et al., 1999; Morrill et al., 2013; Thomas et al., 2007). More recently in Earth’s history, widespread cooling is thought to have occurred across much of the globe during the LIA, ca. 700-100 yr BP (1250-1850 AD), with average Northern Hemisphere cooling of ca. 0.5 °C over the second half of this period (Mann, 2009; Pages 2k Consortium, 2013). We argue that during both the 8.2 kyr event and the LIA, proxy records provide evidence for large changes in tropical Pacific hydroclimate, but the mechanisms of these changes are not well understood. In Chapter 5, we
investigate the influence of a large North Atlantic freshwater perturbation on the mean state and variability of the tropical Pacific by performing a set of experiments with a fully coupled global climate model in tandem with a highly idealized model of the tropical Pacific. A particular focus of this work is to evaluate the influence of tropical Pacific mean state changes on ENSO dynamics. In Chapter 6 we further explore the interactions between tropical Pacific mean state changes and ENSO by investigating mechanisms of unforced ENSO variability in the General Circulation Model (GCM) GFDL CM2.1. In the final two chapters of this dissertation (Chapters 7 and 8), we investigate mechanisms of tropical hydroclimate changes during the LIA, looking to a suite of simulations performed as a part of the Coupled Model Intercomparison Project phase 5/Paleoclimate Model Intercomparison Project phase 3. In Chapter 7 we evaluate the climate forcings and feedbacks responsible for global cooling during the LIA and in Chapter 8 we evaluate the simulated changes in tropical precipitation during the LIA and their association with hemispheric asymmetries in the forcings and feedbacks.
Chapter 2. RECONSTRUCTING RAINFALL CHANGES IN THE GALÁPAGOS ISLANDS OVER THE LAST 3 KYR USING D/H RATIOS OF MULTIPLE LIPID BIOMARKERS

This prelude is to alert readers who have read Atwood and Sachs (2014) of several important differences between that paper and the results herein. While this chapter closely follows Atwood and Sachs (2014), presenting some of the same data and drawing on some of the same analyses, new data has been added and the interpretation of the data has been revised based on recent advances in our understanding of the proxy records and their climatic implications. An overview of the important updates to the biomarker data and their interpretations is provided in Chapter 2.4.4. Readers who are not familiar with Atwood and Sachs (2014) should proceed to Chapter 2.1.

2.1 INTRODUCTION

The climate dynamics of the tropical Pacific play a fundamental role in climate variability across the globe. The Intertropical Convergence Zone (ITCZ) and the El Niño/Southern Oscillation (ENSO) are two primary features of the tropical Pacific that influence climate on a global scale. The ITCZ demarks the ascending branch of the Hadley cell, the major meridional overturning cell in the tropical atmosphere that is responsible for transporting energy poleward out of the deep tropics. The ITCZ is characterized by the convergence of the northern and southern trade winds that produce a nearly zonal band of convection and heavy rainfall near the equator over the Pacific and Atlantic oceans. The ITCZ(s) change latitude seasonally, shifting north and south concomitant with the changing tropical SST and latitude of maximum insolation, lagging the insolation changes by ca. two months, largely due to the thermal inertia associated with the portion of the upper ocean that participates in the seasonal cycle. While well defined over the Atlantic and central/eastern Pacific Oceans, the ITCZ has little structure over landmasses and the warm western Pacific Ocean where widespread convection occurs as well as over the Indian Ocean where convection is predominantly set by monsoon circulations. The seasonal migration of the ITCZ drives the wet and dry seasons in the tropics that sculpt the natural environment and provide access to freshwater for 40% of the world’s population (http://daac.ornl.gov).
ENSO is another fundamental feature of the tropical Pacific that represents the leading source of interannual climate (temperature and precipitation) variability on a global scale. The ENSO phenomenon refers to the irregular warming and cooling of the eastern equatorial Pacific sea surface that typically lasts 1-1.5 years and reoccurs approximately every 3-7 years (Rasmusson and Carpenter, 1982; Trenberth et al., 2002). During ENSO events, changes in atmospheric circulation patterns in the tropics result in numerous climate perturbations that stretch across the globe (Alexander et al., 2002; Trenberth et al., 1998). Impacts from the associated tropical and midlatitude temperature and precipitation anomalies can be dramatic and widespread. Terrestrial impacts include drought, flooding, crop failure, and disease; while changes in ocean temperature and upwelling have substantial impacts on marine ecosystems through changes in primary productivity, fish stocks, and coral health. These impacts affect the natural environment and the lives of billions of people across the globe.

Some paleoclimate evidence suggests that ENSO and the mean annual position of the ITCZ have changed dramatically over the Holocene, however these changes are poorly constrained due to the low temporal and spatial coverage of paleoclimate records from regions where the fundamental dynamics of ENSO and the ITCZ operate. Paleo-rainfall records from the tropical Pacific can aid in these reconstructions, provided that the various climate features that influence local rainfall can be distinguished. El Junco Lake (Fig. 2.1) is located on San Cristóbal Island, Galápagos (1° S, 89° W) in the heart of the eastern equatorial Pacific (EEP) cold tongue with a climate highly sensitive to movements of the ITCZ and to ENSO. In this study we present a unique method of disentangling the ITCZ and ENSO rainfall signals from algal and plant lipid biomarkers and their hydrogen isotope ratios in this lake to infer changes in ENSO and the position of the ITCZ over the late Holocene.

Located at the southern edge of the ITCZ, seasonality at El Junco Lake is characterized by the annual migration of the ITCZ, which produces a wet season from January-May and a dry season from June-December (Fig. 2.2). The wet season occurs when the ITCZ is shifted southward–weakened trade winds and reduced ocean upwelling cause the EEP cold tongue to recede, sea surface temperature (SST) and air temperatures to increase, and the resultant convection results in increased rainfall. Conversely, the dry season occurs as the ITCZ shifts northward–stronger trade winds and upwelling result in lower SST and air temperatures and minimal convection. At elevations higher than approximately 250 m (including El Junco Lake at
670 m), the dry season is characterized by significantly higher annual rainfall than lower elevations as strong upwelling and cool SSTs result in cooler air at the surface than aloft, which creates a temperature inversion that produces persistent stratus clouds (called garúa) that blanket the highlands (Trueman and d’Ozouville, 2010). It is estimated that approximately 25% of rainfall in the Galápagos highlands comes from garúa (Pryet et al., 2012).

Rainfall in the Galápagos Islands also varies in response to SST anomalies (SSTAs) associated with ENSO. Annual rainfall is correlated to warm Niño 3.4 SSTAs (r = 0.73, p < 0.05), with the highest rainfall amounts observed during moderate-to-strong El Niño events (Niño 3.4 SSTAs ≥ 1.0 °C; Fig. 2.3). The historical record of station rainfall from the Galápagos demonstrates that strong El Niño events are marked by annual rainfall that is 4–7 times as large as rainfall during non-El Niño years, while La Niña events have little influence on local rainfall (Fig. 2.4). The historical rainfall record also demonstrates that year-to-year variations in wet season rainfall in the Galápagos generally reflect the large-scale pattern of rainfall in the eastern Pacific along the equator (1°S to 1°N, 110°E to 85°E), irrespective of the ENSO phase, which suggests that the changes in the ITCZ (that are not related to ENSO) influence Galápagos rainfall on interannual timescales, in addition to driving the wet/dry seasons. Because rainfall in this region is highly dependent on both the presence of El Niño conditions and on the position of the ITCZ (independent of ENSO), rainfall reconstructions from this region should take into account possible changes in both of these climate phenomena.

In this study we use algal biomarker distributions and hydrogen isotope ratios from El Junco Lake sediment to infer past changes in local rainfall. Hydrogen isotope ratios of lipid biomarkers from algae are a valuable tool with which to investigate past climate changes (Pahnke et al., 2007; Sachs et al., 2009; Sachse et al., 2012; Smittenberg et al., 2011; van der Meer et al., 2008). In closed (endorheic) lakes, lake water δD is driven by the ratio of precipitation to evaporation (Craig, 1961) and the isotopic value of the precipitation which, in the tropics, is strongly negatively correlated with the amount of precipitation on monthly or longer timescales (Dansgaard, 1964; Risi et al., 2008). The combination of these processes amplifies the response of lake water δD to changes in rainfall with lower (higher) δD values occurring during periods of wetter (drier) conditions. Changes in rainfall can therefore be reconstructed from δD values of sedimentary algal lipids, due to the near perfect correlation between water δD and algal lipid δD values (Englebrecht and Sachs, 2005; Sachse et al., 2004; Sauer et al., 2001; Schouten et al.,
2006; Zhang and Sachs, 2007) and the preservation of hydrogen isotope ratios of lipid biomarkers over geologic timescales (Yang and Huang, 2003).

In regions where multiple climate phenomena influence local rainfall, paleo-rainfall records can be difficult to interpret. In this study we present a novel method to distinguish changes in mean rainfall from changes in El Niño-related rainfall from the Galápagos Islands using a suite of molecular and isotopic records from El Junco Lake. δD profiles of dinosterol, a lipid biomarker produced by dinoflagellates (Structure I, Fig. 2.5), are compared to accumulation rate and δD profiles of C\textsubscript{34} botryococcene, a biomarker produced by the B Race of the green algae, \textit{Botryococcus braunii} (Structure II, Fig. 2.5). In addition, abundances of C\textsubscript{30} \(\omega\)20-keto-1-ol (Structure V, Fig. 2.5) produced by ferns are compared to abundances of the algal C\textsubscript{30} \(\omega\)16-keto-1-ol (Structure III, Fig. 2.5) in the sediment record. Biomarker data derived from the same sediment samples are compared, thus eliminating potential age differences in the derived climate signals. These biomarker records are used to reconstruct changes in mean rainfall and El Niño-related rainfall for the past 3,000 years.

2.2 METHODS

2.2.1 Study Site

El Junco Lake is located atop a caldera in the highlands of San Cristóbal Island, Galápagos (1° S, 89° W) at 670 m elevation. With the exception of possible overflow conditions and seepage, it is an endorheic lake whose hydrologic fluxes are dominated by precipitation and evaporation. A channel cuts through the lowest point of the crater rim that was located approximately 2–3 m above the lake level during the field outing in Sept. 2004. El Junco Lake is the only permanent freshwater lake in the Galápagos Islands and during our 2004 field outing, the lake had a diameter of 280 m, maximum depth of 6 m, and temperature of 19 °C. The lake chemistry is characterized by a conductivity of 20–27 µS/cm, pH ca. 5.5 and is mesotrophic (Colinvaux, 1968; Ferrington and Pehofer, 1996). The presence of strong easterly trade winds combined with the relatively shallow depth result in the lake being well mixed, as indicated by nearly constant temperature, \textit{O}_2, and δD depth profiles.
2.2.2 Field Methods, Age Model, Biomarker Measurements, and Idealized Lake Model

Details of the field methods, dating methods, and age model can be found in Appendix A (Table A1, Table A2) and (Zhang et al., 2014). The age model was constructed in OxCal 4.0.1 (Bronk Ramsey, 2009) using 15 $^{210}\text{Pb}$ measurements with a constant rate of supply model and 21 $^{14}\text{C}$ measurements with linear interpolation between data points and the SHCa104 calibration curve. The age model predicts a basal age of the sediment cores of 9.1 kyr BP and a sedimentation rate that ranges from 2.3 mm/yr (1 cm $\approx$ 5 years) in the top 5 cm and declines to 0.2 mm/yr (1 cm $\approx$ 50 years) for the lower 1 m. No significant reservoir effect is thought to exist in El Junco Lake, an assertion supported by the presence of nuclear bomb-derived $^{14}\text{C}$ in the upper 8 cm of sediment and the smooth transition from $^{210}\text{Pb}$-derived- to $^{14}\text{C}$-derived-age models (Table A1, and Fig. 2.5 in Zhang et al., 2014). Estimates of age model uncertainty can be found in Appendix A and Tables A1 and A2.

Purification, quantification, and $\delta D$ measurement methods for dinosterol can be found in Appendix A and for $C_{34}$ botryococcene can be found in Zhang et al. (2007), Zhang and Sachs (2007), and Zhang et al. (2014). Details of the idealized model of El Junco Lake can be found in Appendix B.

2.3 RESULTS

2.3.1 Dinosterol as a Recorder of Climatological Conditions in El Junco Lake

Dinosterol is a source-specific biomarker that exists in abundance throughout the El Junco Lake sedimentary profile. The sterol composition of the sediment indicates that a dinoflagellate of the genus Peridinium has been the source of dinosterol in El Junco Lake throughout the sedimentary record (Atwood et al., 2014). Dinoflagellates of this genus have been found to thrive in a wide range of nutrient conditions (Domingues et al., 2011; Trigueros et al., 2000; Umaña-Villalobos, 2001; Viner-Mozzini et al., 2003).

The concentration of dinosterol is fairly uniform through the 3 kyr sediment record (Fig. 2.7A), suggesting that the dinoflagellate thrives in a wide variety environmental conditions. Furthermore, its concentration is weakly correlated to its $\delta D$ value ($R = 0.51$, $p < 0.05$; Fig. 2.6), from which we infer that the dinoflagellate has somewhat of a preference for drier conditions,
and by inference, more nutrient rich conditions as solutes become concentrated in a smaller lake volume.

As the available evidence suggests that the dinoflagellate population persists throughout the varying hydrologic conditions experienced by El Junco Lake, we assume that the dinoflagellate grows continuously in El Junco Lake. In the subsequent analyses, we thus interpret the sedimentary dinosterol δD as a record of the climatological (decadal-to-centennial) lake conditions (which includes the impact of El Niño events). The decadal-to-centennial averaging comes from the sample resolution, which increases with depth through the sedimentary record. Further support for our interpretation of dinosterol δD is provided by an independent proxy of mean lake level changes, outlined in Chapter 2.4.2.

2.3.2 Botryococcenes as a Recorder of El Niño Conditions in El Junco Lake

Botryococcenes (dominated by C_{34} botryococcene) represent some of the most abundant lipids in El Junco Lake sediment and are produced by a single race of the green alga, *Botryococcus braunii* (Metzger et al., 1985; Zhang et al., 2007). Although the growth conditions of *B. braunii* have not been documented in El Junco Lake, this algae has been found to thrive in oligotrophic conditions (e.g. in oligotrophic lakes and during summer stratification of meso-eutrophic temperate lakes), while its abundance has been found to decrease with increasing NH_{4} and total nutrient concentration (Huszar et al., 2003; Huszar and Caraco, 1998; Smittenberg et al., 2005). This evidence suggests that *B. braunii* blooms during periods of oligotrophic conditions in El Junco Lake.

The sedimentary botryococcene profile further supports this theory. The log of C_{34} botryococcene concentration is anti-correlated to its δD value (R = -0.62, p < 0.05) and is highly variable, with a concentration range that spans five orders of magnitude and falls below the detection limit of 0.1 µg/g in several intervals in the sedimentary record (Fig. 2.6, Fig. 2.8A). These characteristics suggest that *B. braunii* thrives during periods of high rainfall and that blooms are highly sensitive to changing environmental conditions.

Variations in nutrient concentration and water column stability are the most probable sources of the dissimilar relationships between the concentrations and δD values of C_{34} botryococcene and dinosterol in El Junco Lake. In particular, conditions favorable for *B. braunii* blooms are thought to occur during El Niño events in association with three distinct processes
that promote oligotrophic conditions and lake stratification. Firstly, the heavy rains associated with moderate-to-strong El Niño events are thought to dilute the nutrient solutes, causing oligotrophic conditions. El Junco Lake is an endorheic lake (with the exception of occasional overflow conditions and possibly seepage) located within a caldera with a small catchment area consisting only of the narrow crater rim (Conroy et al., 2008). In such lakes the concentration of nutrients tend to decrease as lake levels increase through dilution of the incoming nutrients (Magyari et al., 2009; Smol et al., 2001). Because monthly rainfall in this area can be an order of magnitude higher during strong El Niño events as compared to non-El Niño periods (c.f., Fig. 2.4) and the lake has been reported to overflow during strong El Niño events, considerable dilution and flushing of nutrients likely occur during these times. Secondly, reduced nutrient input to the lake exacerbates oligotrophic conditions during strong El Niño events. A major source of nutrients to the lake is thought to be guano deposited directly into the lake by the large number of seabirds that frequent it (Colinvaux, 1968). Such a predominance of avian-derived nutrients has been documented in a number of lake systems (Manny et al., 1994; Marion et al., 1994). However, during strong El Niño events, this nutrient source is diminished as the Galápagos seabird population plummets in response to the massive fish die-offs associated with a deep thermocline and low ocean productivity in the EEP (Gibbs et al., 1987). Finally, El Niño events in the EEP are associated with conditions that increase water column stability and lake stratification, including warmer air temperatures, reduced cloud cover, and reduced trade wind strength (Cózar et al., 2012; Lewis Jr., 1983; Ndebele-Murisa et al., 2010; O’Reilly et al., 2003), conditions which have been shown to exacerbate nutrient depletion in the surface of oligotrophic lakes (O’Reilly et al., 2003).

Increases in water column stability during El Niño events should further promote favorable conditions for the lipid-rich, colony-forming *B. braunii* due to their buoyancy. In various locations across the globe, *B. braunii* blooms have been strongly linked to increases in water column stability due to both their tolerance of oligotrophic conditions and their anti-sinking strategy (Kebede and Belay, 1994; Souza et al., 2008; Winder and Hunter, 2008). In particular, in a Columbian lake with conditions (including depth, pH, conductivity, and nutrient concentration) comparable to El Junco Lake, *B. braunii* blooms have been found to occur during the annual flood stage in association with nutrient flushing, oligotrophic conditions, and lake
stratification (Pinilla, 2006), conditions that closely mimic moderate to strong El Niño events in El Junco Lake.

These lines of evidence strongly suggest that conditions favorable for *B. braunii* growth occur during moderate-to-strong El Niño events. In the subsequent analyses, we assume that *B. braunii* blooms exclusively during El Niño events and thus that C$_{34}$ botryococcene δD records the hydrologic conditions of the lake *exclusively* during El Niño events. Based on the arguments outlined thus far, the possibility can’t be ruled out that oligotrophic conditions that accompany a substantially wetter mean climate (unassociated with El Niño events) are sufficient to drive *B. braunii* blooms. However, if this were the case, during such periods we would expect to see botryococcene accumulation rates increase in association with decreased dinosterol δD (due to wetter mean lake conditions). However, the wettest mean conditions of 9.1 kyr record, as inferred from dinosterol δD, are marked by anomalously low botryococcene accumulation rates (e.g. see Fig. 4.1), suggesting that *B. braunii* blooms occur only during El Niño events, not in association with low frequency climate variations.

2.3.3 *Inferring Climatological Rainfall Changes and El Niño Rainfall Changes from El Junco Lake Biomarker Records*

From the available evidence, we infer that sedimentary dinosterol δD reflects the long-term mean (climatological) lake δD and thus changes in the climatology of mean annual rainfall owing to the “amount effect” (e.g. Fig. 2.7B). From the C$_{34}$ botryococcene data, we infer that botryococcene δD reflects the mean isotopic composition of El Junco Lake during El Niño events, and that to first order, changes in lake δD during El Niño events are driven by changes in the mean monthly rainfall during those events. Changes in botryococcene δD thus provide a measure of changes in the average amplitude of El Niño rainfall events (e.g. Fig. 2.7H). Finally, we infer that the sedimentary accumulation rate of C$_{34}$ botryococcene scales with the climatological rainfall associated with El Niño events (i.e. the total rain that fell during El Niño events divided by the total amount of time in the sedimentary interval; e.g. Fig. 2.7E). This inference is equivalent to assuming that, during a given interval, the total accumulation of botryococcenes in the sediment scales with the total rain that fell during El Niño events. Under this assumption, changes in the botryococcene accumulation rate reflect changes in
climatological rainfall due to changes in El Niño rainfall. Our interpretation of the botryococcene accumulation rate (i.e. climatological rainfall associated with El Niño events) differs from that of the botryococcene δD (i.e. El Niño mean monthly rainfall), as changes in the climatological rainfall associated with El Niño events (and therefore botryococcene accumulation rate) should be sensitive to changes in the frequency, amplitude, and/or duration of El Niño rainfall events, while changes in El Niño mean monthly rainfall (and therefore botryococcene δD) should only be sensitive to changes in the average amplitude of El Niño rainfall events. The botryococcene accumulation rate thus provides a broader (statistical) measure of the variability of El Niño rainfall events. Due to the temporal resolution of the biomarker data, all rainfall reconstructions represent averages over decadal and longer timescales.

Based on these inferences, we propose that rainfall at El Junco Lake can be reconstructed in the following way:

\[
\Delta P^*_E = -\alpha \cdot \Delta(botryococcene \ \delta D) \tag{2.1}
\]

\[
\Delta P_T = -\beta \cdot \Delta(dinosterol \ \delta D) \tag{2.2}
\]

\[
\Delta P = \gamma \cdot \Delta(log(F_{bot})) \tag{2.3}
\]

where \(\Delta P^*_E\) is the change in mean monthly rainfall during El Niño events, \(\Delta P_T\) is the total change in climatological rainfall, \(\Delta P\) is the change in climatological rainfall attributable to El Niño events (i.e. the change in El Niño mean annual rainfall), and \(F_{bot}\) is the sedimentary botryococcene accumulation rate (in \(\mu g \ cm^{-2} \ yr^{-1}\)). The botryococcene accumulation rate is related to the botryococcene concentration in the following way:

\[
F_{botryo} = ([botryo] \cdot DBD \cdot d)/t \tag{2.4}
\]

where [botryo] is the botryococcene concentration (in \(\mu g/g\)), DBD is the dry bulk density of the sediment (in g/cm³), d is the thickness of the sediment sample (in cm), and t is the duration of time represented by the sediment sample (in yr). In this study, an average DBD has been estimated from the top 15 cm of sediment. Future work will include incorporating improved estimates of DBD based on down-core gamma ray density measurements.

The El Junco Lake biomarker records are shown in Fig. 2.8A-C. Positive (negative) values of \(\Delta P_T\) indicate an increase (decrease) in climatological rainfall. Positive (negative) values of \(\Delta P^*_E\) indicate an increase (decrease) in the average amplitude of El Niño rainfall events. Positive
(negative) values of $\Delta P_E$ indicate an increase (decrease) in climatological rainfall due to an increase (decrease) in El Niño rainfall. It is important to note the distinction between El Niño rainfall reconstructions (as presented here) and El Niño SSTA reconstructions, since it has been suggested that the frequency and amplitude of rainfall anomalies in the eastern Pacific during El Niño events can change without a corresponding change in the amplitude of SSTAs. For instance, (Cai et al., 2014) demonstrated, using future climate simulations from the Coupled Model Intercomparison Project phase 3 and phase 5, that extreme rainfall in the Niño 3 region increases in response to a weakened mean zonal SST gradient in the tropical Pacific due to enhanced probability of anomalous deep convection in the eastern Pacific under a given SSTA. Possible mechanisms of increased (decreased) El Niño rainfall as recorded by the botryococcene records therefore include: (1) decreased (increased) mean zonal SST gradient in the tropical Pacific, (2) increased (decreased) variance of ENSO SSTAs, and/or (3) a shift in the distribution of ENSO SSTAs to more eastern Pacific (central Pacific) El Niño events. $\Delta P_E$ and $\Delta P^*_{E}$ should be more sensitive to changes in Eastern Pacific (EP) El Niño events as compared to Central Pacific (CP) events due to the location of El Junco Lake in the eastern equatorial Pacific (Ashok et al., 2007; Murphy et al., 2015).

2.3.4 Modern Biomarker Records

We compare the El Junco Lake biomarker records to Galápagos rainfall data over the period for which meteorological measurements are available (Fig. 2.7). 10-year averages of rainfall were taken to coincide with the average time slice represented by our sediment samples. While the short observational record, combined with low sampling resolution in the biomarker data, and large errors relative to trends in the data prohibit a robust test of the proxy data, the behavior of the rainfall indices is broadly consistent with our interpretation. In particular, the correspondence between (1) dinosterol $\delta D$ and $\Delta P_T$ (Fig. 2.7A,B), (2) log of the botryococcene accumulation rate and $\Delta P_E$ (mean annual rainfall associated with El Niño events based on Niño 3 SSTAs; Fig. 2.7E), and (3) botryococcene $\delta D$ and $\Delta P^*_{E}$ (mean monthly rainfall during El Niño events based on Niño 3 SSTAs; Fig. 2.7G,H), is broadly consistent with our interpretation. The small variations in the biomarker data over the 20th century relative to those over the 3 kyr record suggest that large hydrologic changes occurred at El Junco Lake in the late Holocene in comparison to those that occurred in the 20th century.
2.3.5  Inferring changes in residual rainfall from El Junco Lake biomarker records

Due to the sensitivity of rainfall at El Junco Lake to the climatological position of the eastern Pacific ITCZ, we propose that further climatic information gain be gained by comparing the changes in inferred total climatological rainfall to the changes in climatological rainfall associated with El Niño events. We first assume that changes in climatological rainfall ($\Delta P_T$) at El Junco Lake is comprised of two contributions: (1) changes in climatological rainfall associated with changes in El Niño rainfall ($\Delta P_E$) and (2) changes in (residual) climatological rainfall due to processes unassociated with El Niño ($\Delta P_R$; i.e. changes in the climatological position of the ITCZ, changes in the Hadley circulation, or changes in localized convective processes). This is represented in the following equation:

$$\Delta P_T = \Delta P_E + \Delta P_R .$$  \hspace{2cm} (2.4)

We therefore propose that changes in residual rainfall (i.e. changes in climatological rainfall unassociated with changes in El Niño rainfall) can be inferred in the following way. From Eq. (2.4), we have:

$$\Delta P_R = \Delta P_T - \Delta P_E .$$

Substituting Eq. (2.2) and (2.3) into (2.4), we therefore obtain

$$\Delta P_R = -\beta \cdot \Delta (\text{dinosterol} \ \delta D) - \gamma \cdot \Delta (\log(F_{\text{botryo}})) .$$  \hspace{2cm} (2.5)

Since the proportionality constants $\beta$ and $\gamma$ are unknown (although both are greater than zero), $\Delta P_R$ cannot be fully reconstructed. However, the sign of $\Delta P_R$ is constrained for periods in which $-\Delta (\text{dinosterol} \ \delta D)$ and $\Delta (\log(F_{\text{botryo}}))$ are of opposite sign – that is, for periods in which the inferred change in total climatological rainfall opposes the change in climatological rainfall associated with El Niño events. We thus limit our interpretation of $\Delta P_R$ to its sign during such periods. Positive (negative) values of $\Delta P_R$ indicate an increase (decrease) in climatological rainfall due to processes unassociated with El Niño.

The primary utility of the $\Delta P_R$ reconstructions is to help interpret the source of the most prominent mean rainfall changes at El Junco Lake. E.g. a positive value of $\Delta P_R$ indicates that the increase in $\Delta P_T$ was due an increase in $\Delta P_R$ that was greater than the decrease in $\Delta P_E$ (i.e. that the source of the increased climatological rainfall was from non-El Niño contributions). For instance, a positive $\Delta P_R$ would result if the increase in climatological rainfall associated with a
southward shifted ITCZ in the eastern Pacific was greater than a coincident decrease in El Niño contributions to climatological rainfall. In contrast, a negative value of $\Delta P_T$ indicates that the decrease in $\Delta P_T$ was due to a decrease in $\Delta P_R$ that was greater than the increase in $\Delta P_E$ (i.e. that the source of the decreased climatological rainfall was from non-El Niño contributions, such as a northward shift of the ITCZ). The El Junco Lake rainfall reconstructions are shown in Fig. 2.9 for the last 3,000 years.

By design, the periods of inferred $\Delta P_R$ highlight periods in which $\Delta P_T$ was opposed by $\Delta P_E$ (or, equivalently, $\Delta P_E$ opposed $\Delta P_R$). Such opposing changes in $\Delta P_E$ and $\Delta P_R$ appear to account for several of the largest hydrologic changes in El Junco Lake over the last 3,000 years (Fig. 2.9).

As previously noted, one interpretation of $\Delta P_R$ is in terms of meridional shifts of the climatological position of the ITCZ in the eastern Pacific. This interpretation is supported by the fact that such meridional ITCZ shifts drive the largest rainfall changes on seasonal time scales in the modern environment and that the zonally averaged position of the ITCZ is known to be sensitive to changes in the climate system that affect the energy budget of the atmosphere (Donohoe et al., 2013; Frierson and Hwang, 2012). However, other sources of $\Delta P_R$ are possible that are unrelated to meridional displacements of the ITCZ, such as changes in the strength of the annual cycle in the Walker Circulation and changes in local convection.

We provide further support for the interpretation of the El Junco Lake proxy records in terms of changes in El Niño and non-El Niño rainfall contributions through development of an idealized isotope model of El Junco Lake in the next section (Chapter 2.4.1).

2.4 DISCUSSION

2.4.1 Lake Responses to Climate Change in an Idealized Model

To facilitate our interpretation of the El Junco Lake biomarker records, we developed an idealized model of the isotope hydrology of El Junco Lake forced with idealized changes in rainfall. This model was originally presented in Atwood and Sachs (2014) and is implemented again in this study in conjunction with our updated interpretation of the rainfall reconstructions. Using this model, we simulated the response of lake $\delta D$ to a wide range of climate conditions by varying the amount of monthly El Niño and ITCZ rainfall. Because a comprehensive sensitivity
analysis of the model is outside the scope of this study, we present this model solely as a tool to aid in the illustration of our proxy interpretations outlined in the preceding sections. Three representative simulations of the lake model are shown in Fig. 2.10; the details of these simulations can be found in Appendix B.

Analysis of the full suite of model simulations with imposed changes in El Niño and ITCZ rainfall indicates that changes in mean lake δD scale linearly with the prescribed changes in (total) climatological rainfall (Δ\(\overline{P_T}\); Fig. 2.11A). In addition, changes in mean lake δD during El Niño events scale linearly with the prescribed changes in mean monthly El Niño rainfall (Δ\(\overline{P_E^*}\); Fig. 2.11B). Interestingly, while the presence of strong non-linearities cannot be ruled out in the real world, simulations with the idealized lake model suggest that the relationship between rainfall changes and lake δD may be fairly linear over a wide range of climate perturbations—even in the presence of overflowing lake conditions.

As noted in Chapter 2.3.1, an alternative interpretation of the dinosterol data is that dinoflagellates grow only under non-El Niño conditions in the lake and thus that dinosterol δD reflects the lake δD exclusively during non-El Niño conditions. If this is indeed the case, the model results indicate that changes in lake δD during non-El Niño conditions still roughly scale linearly with Δ\(\overline{P_T}\) (\(R^2 = 0.83, p < 0.01\); Fig. 2.11D), suggesting that dinosterol δD should still reflect changes in climatological rainfall. However, the lake δD during non-El Niño conditions is more closely related to changes in climatological rainfall associated with processes other than El Niño (Δ\(\overline{P_R}\); \(R^2 = 0.93, p < 0.01\); Fig. 2.11C), suggesting that if dinoflagellates only grow under non-El Niño conditions in the lake, dinosterol δD could be used directly as a proxy for Δ\(\overline{P_R}\). We prefer to adopt the more conservative approach outlined in Chapter 2.3.4 in which dinosterol δD is interpreted as a proxy for Δ\(\overline{P_T}\) and Δ\(\overline{P_R}\) is only inferred during periods in which Δ\(\overline{P_T}\) opposes Δ\(\overline{P_E}\).

2.4.2 Changing Hydrologic Conditions in El Junco Lake from Keto-ols

As an independent assessment of past hydrologic changes of El Junco Lake, a record of mean lake level changes was developed based on the ratio of sedimentary keto-ol isomers derived from algae and ferns. Long chain keto-ols are abundant in El Junco Lake sediment and present additional indicators of paleo-environmental change due to their source-specificity (Atwood et al., 2014). C\(_{30}\) ω16-keto-1-ol (structure III, Fig. 2.5) is produced by algae of the class
Eustigmatophyceae (Méjanelle et al., 2003; Volkman et al., 1999; Volkman et al., 1992), while $C_{30} \omega 20$-keto-1-ol (structure V, Fig. 2.5) is produced by *Cyathea weatherbyana*, an abundant tree fern around El Junco Lake (Atwood et al., 2014).

Because $C_{30} 1,\omega 20$-diols and keto-ols are produced by terrestrial and shoreline ferns, while $C_{30} 1,\omega 16$-diols and keto-ols are produced by aquatic algae, it is expected that as the lake level increases (decreases), the input of $C_{30} \omega 20$-keto-1-ol relative to $C_{30} \omega 16$-keto-1-ol would decrease (increase) due to both an increase (decrease) in the ratio of surface area to circumference of the lake and to an increase (decrease) in the ratio of lake area to catchment area (see Appendix B for more details).

In support of our interpretation of dinosterol $\delta D$ as a proxy of total mean annual rainfall changes, the ratio of $C_{30} \omega 16$-keto-1-ol/$\omega 20$-keto-1-ol is anti-correlated to the dinosterol $\delta D$ values over the last 3 kyr ($R = -0.54$, $p < 0.05$; Fig. 2.8D,E). Of note, however, are the large differences in dinosterol $\delta D$ and keto-ol records in the near-surface sediment. In particular, the $\omega 16$-keto-1-ol/$\omega 20$-keto-1-ol ratio decreases to near zero in the upper 5 cm of sediment while the dinosterol $\delta D$ values are constant or decrease slightly. We hypothesize that these differences are due to a lower degree of diagenetic transformation of diols to keto-ols in the surface sediment relative to deeper sediment (see Appendix C).

Although we place more weight on the dinosterol $\delta D$ record than on the keto-ol record as a record of climatological rainfall changes (Appendix C), the ratio of $C_{30} \omega 16$-keto-1-ol/$\omega 20$-keto-1-ol provides an independent record of past lake hydrologic conditions that supports many of the prominent trends in the dinosterol $\delta D$ record and thus strengthens the paleoclimate interpretations of the biomarker records.

### 2.4.3 Comparison with Other El Junco Lake Paleohydrologic Records

Although we defer an in-depth analysis of the rainfall reconstructions presented here to Chapters 3 and 4, we include a basic comparison between our rainfall reconstructions and those based on El Junco Lake sediment grain size from Conroy et al. (2008). Variations in the volume ratio of silt to clay (where silt and clay are defined based on particle diameters of 3.9–62.5 µm and < 3.9 µm, respectively) were interpreted by Conroy et al. (2008) as a proxy for mean rainfall. We thus compare dinosterol $\delta D$ from this study to the ratio of silt to clay in Fig. 2.9B. A visual
comparison suggests general coherency in several of the major features present in the two records from ca. 1700 years BP–present. For instance, the minima in dinosterol δD ca. 650–600 years BP (1300–1350 AD), indicative of wet mean conditions, corresponds to a period when the silt/clay ratio was also high. The dinosterol δD and the silt/clay ratio also show agreement ca. 1200–1000 years BP (750–950 AD), when the driest mean conditions inferred from dinosterol δD correspond to a low ratio of silt/clay. The inferred decrease in residual climatological rainfall during this time (Fig. 2.9A), suggests that the decrease in climatological rainfall was due to processes unrelated to El Niño. Poorer agreement between the two records is observed prior to ca. 1700 years BP (250 AD).

Variations in percent sand were interpreted by Conroy et al. (2008) as a proxy for changes in the number and/or magnitude of intense rainfall events associated with El Niño conditions. A comparison between the Conroy et al. (2008) sand record and the El Junco botryococcene records suggests several coherent features, including extrema in these records (indicating a minimum in the amplitude and perhaps frequency of El Niño rainfall events) ca. 1400–1200 years BP (550–750 AD). Leading up to this minimum, El Niño rainfall appears to have declined in this region from ca. 1900–1400 years BP (50–550 AD). Following the period of lowest inferred El Niño rainfall, the records suggest that the amplitude and perhaps frequency of El Niño rainfall events began increasing ca. 1200 years BP (750 AD) and culminating ca. 700 years BP (1250 AD). The records show less agreement over the last 600-700 years; while the El Niño rainfall reconstructions from this study suggest that climatological rainfall associated with El Niño events and El Niño rainfall amplitude remained higher from ca. 700–100 years BP (1250–1850 AD), the sand record suggests that the El Niño rainfall amplitude and/or frequency was similar to, or lower than, modern conditions between ca. 600–100 years BP (1350–1850 AD). Another notable dissimilarity between the records is the maximum in sand abundance ca. 2000–1600 years BP (50 BC–350 AD), which is not mirrored in the El Niño rainfall indices from El Junco Lake.

Any lack of co-variation between our biomarker-derived rainfall reconstructions and the sediment grain size records from Conroy et al. (2008) may result in part from complexities in the relationship between the biomarker records and rainfall on the one hand, and complexities in the relationship between sediment grain size and rainfall on the other. The grain size of sediment in El Junco Lake will be influenced by weathering, which is a complex function of rainfall,
temperature, vegetation type and cover, tectonics, among other things. Therefore, rainfall is just one of several factors that will influence the grain size parameters, and any relationship between rainfall and grain size could be non-stationary in time. Furthermore, the grain size of sediment is likely to be insensitive to the source of the rain, and unable to distinguish between ITCZ rainfall and El Niño rainfall, both of which impact rainfall intensity. Nevertheless, climate changes that are inferred from both the organic geochemical and grain size records should be more robust than interpretations from either data set alone.

Though we believe that our interpretation of the biomarker data is the most straightforward interpretation, we acknowledge that other interpretations are possible. Because the modern-day ecology of El Junco Lake is not well studied, it is possible that the *B. braunii* and dinoflagellate communities vary in different or more complex ways than what is presented in our hypotheses. Further research on the ecology and limnology of El Junco Lake should aid in the evaluation of these hypotheses. In addition, δD values of lipid biomarkers can be influenced by factors other than the δD values of the environmental water, such as the growth rate of the organism, temperature, and salinity (Sachs and Schwab, 2011; Schouten et al., 2006; Wolhowe et al., 2009; Zhang et al., 2009). Due to the extremely low conductivity of El Junco Lake (20 µS/cm; Colinvaux, 1968) and its tropical location, salinity and temperature are unlikely to have varied significantly over the sedimentary record. Growth rate changes are difficult to constrain in the paleo-environment but could have varied due to changes in nutrient concentrations and/or light levels (associated with changes in cloud cover). However, field studies of modern freshwater lake systems indicate that the primary determinant of lipid δD values is water δD values (Huang et al., 2004; Sachse et al., 2004; Sauer et al., 2001). Thirdly, we interpret changes in the hydrologic conditions of the lake to result from changes in rainfall, while changes in the stratus cloud cover (*garúa*), through its impact on evaporation, could also play an important role.

2.4.4 Revisions to Previous Biomarker-Based El Junco Lake Rainfall Reconstructions

Interpretation of the biomarker data presented here are consistent with that presented in Atwood and Sachs (2014) and Zhang et al. (2014) with the following exceptions:

1. Atwood and Sachs (2014) use the botryococcene concentration data to fill in missing values of botryococcene δD during periods in which the concentration was too low for isotopic analysis, while Zhang et al. (2014) propose that changes in botryococcene
concentration scale with changes in the frequency of El Niño events. In this study, we acknowledge the value of independent interpretations of the botryococcene δD and concentration data as performed by Zhang et al. (2014), but adopt what we believe to be a more conservative interpretation of the data than that used in their study. Here, we infer that the sedimentary botryococcene accumulation rate is proportional to climatological rainfall associated with El Niño events. In adopting this interpretation, we allow for the possibility that the sedimentary botryococcene accumulation rate is sensitive to changes in the frequency, amplitude, and duration of El Niño rainfall events (as determined through their combined influence on climatological rainfall associated with El Niño events).

2. Due to the revised interpretation of the botryococcene data, another distinction between the results presented in Atwood and Sachs (2014) and this work is the construction and interpretation of changes in residual climatological rainfall (i.e. climatological rainfall that is unassociated with El Niño). Here, we reconstruct changes in residual climatological rainfall ($\Delta P_R$) based on differences in the dinosterol δD and botryococcene accumulation rate data (versus the dinosterol δD and botryococcene δD data as in Atwood and Sachs (2014). However, due to the correlation between the down-core botryococcene δD and concentration, our conclusions concerning changes in residual climatological rainfall have not been substantially modified.

3. In an effort to adopt a more conservative approach to the reconstruction of $\Delta P_R$ (as compared to that presented in Atwood and Sachs (2014), in this study we define only the sign of $\Delta P_R$ (as relative changes in its magnitude are dependent on the proportionality constants $\beta$ and $\gamma$ in Eq. 2.5, which are not empirically constrained).

2.5 SUMMARY

Past changes in (total) climatological rainfall and rainfall associated with El Niño events were reconstructed from the Galápagos Islands over the last 3000 years using the sedimentary distribution, accumulation rate, and hydrogen isotope composition of four lipid biomarkers in the sediment of El Junco Lake, San Cristóbal Island. Sedimentary dinosterol δD is interpreted as a proxy for changes in (total) climatological rainfall, while the accumulation rate of C$_{34}$ botryococcene is interpreted as a proxy for changes in climatological rainfall associated with El
Niño events. Botryococcene δD is interpreted as a proxy for changes in the average amplitude of El Niño rainfall events. A fourth hydrologic proxy was developed from the sedimentary ratio of $C_{30} \omega 16$-keto-1-ol (produced by aquatic algae) to $C_{30} \omega 20$-keto-1-ol (produced by terrestrial and shoreline ferns) that provides a record of past changes in mean lake level. Its co-variation with the dinosterol δD record bolsters the utility of the latter as a record of climatological rainfall changes. These proxy records are further used to reconstruct changes in climatological rainfall associated with processes other than El Niño during periods in which the inferred change in total climatological rainfall opposed the change in climatological rainfall associated with El Niño. An idealized isotope hydrology model of El Junco Lake facilitates the interpretation of these rainfall reconstructions.

A comparison between the biomarker records presented in this study and previously published sedimentary grain size record from El Junco Lake suggests that many of the prominent features in the biomarker records have counterparts in the grain size records, enabling more robust interpretation of rainfall changes in the Galápagos Islands over the past 3000 years. That these records come from the core of the eastern equatorial Pacific where the fundamental dynamics of ENSO and the ITCZ operate and where few such records exist, represents an important contribution toward furthering our understanding of past climate change in this region.
Figure 2.1. A) Map of the Galápagos Islands with location of El Junco Lake represented by the red dot; B) Photo of El Junco Lake taken in Aug. 2011. (Photo credit: Margaret Johnson).

Figure 2.2. Seasonal cycle of the ITCZ in the tropical Pacific. Climatological rainfall from 1980–2010 AD averaged over the peak of the A) dry season (Aug-Oct) and B) wet season (Feb-April). The star indicates the location of San Cristóbal Island, Galápagos. Rainfall
data is from GPCP Version 2.2 Combined Precipitation Data Set (http://www.esrl.noaa.gov).

Figure 2.3. Galápagos annually-averaged rainfall (averaged from Aug–July and plotted on a natural log scale) versus positive Niño 3.4 SSTAs averaged over Dec-Feb. The 95% confidence interval for the true correlation coefficient (ρ) is 0.44 < ρ < 0.88 for a sample size of N = 22. No significant correlation was observed between annual rainfall and negative SSTAs (r = 0.30, N = 23). Rainfall data is from the Puerto Ayora weather station on Santa Cruz Island (http://www.darwinfoundation.org) and spans the period from 1964–2011 AD.
Figure 2.4. Time series of Galápagos rainfall. A) Galápagos lowland rainfall (solid; from the Puerto Ayora weather station at 2 m a.s.l.) and highland rainfall (dashed; from the Bellavista weather station at 194 m a.s.l.) from 1964–2011 AD in comparison with El Niño and La Niña events and B) satellite-based rainfall data averaged over the eastern Pacific along the equator (1 °S to 1 °N, 110 °W to 85°W). Blue shaded bars at the top of the plot indicate La Niña events, while red shaded bars indicate El Niño events. Moderate to strong El Niño events are indicated by full-length bars. El Niño and La Niña events are defined by 3-month running mean Niño 3.4 SSTAs where El Niño (La Niña) events are defined as SSTAs ≥ 0.5 °C (≤ - 0.5 °C) and moderate-to-strong El Niño events are defined as SSTAs ≥ 1.0 °C for three or more consecutive months. SST data was obtained from NOAA ERSST v3b. Rainfall data from Puerto Ayora and Bellavista weather stations on Santa Cruz Island was obtained from the Charles Darwin Research Station (http://www.darwinfoundation.org). Satellite rainfall data was obtained from GPCP Version 2.2 Combined Precipitation Data Set (http://www.esrl.noaa.gov). Designations of EP and CP El Niño events are from Kidwell et al. (2014).
Figure 2.5. Structures of the biomarkers in this study.
Figure 2.6. $C_{34}$ botryococcene and dinosterol concentration versus $\delta D$ values for the full 9.1 kyr record (with concentration plotted on a log scale). The 95% confidence interval for the true correlation coefficient ($\rho$) is $0.47 < \rho < 0.74$; $N = 85$ for the $C_{34}$ botryococcene data and $0.24 < \rho < 0.71$; $N = 41$ for the dinosterol data.
Figure 2.7. El Junco Lake biomarker records plotted with instrumental rainfall and SST data. A) dinosterol δD; B) 10-year average of total mean annual rainfall (10-yr $\Delta P_R$)
centered at the dinosterol δD time points; C) total mean annual rainfall ($\Delta \overline{P_T}$); D) variance of Niño 3 SSTAs (20-year sliding window); E) log of the botryococcene accumulation rate (closed circles) and 10-year average of El Niño mean annual rainfall (10-yr $\Delta \overline{P_E}$) centered at the botryococcene time points (open circles); F) mean annual rainfall associated with moderate-to-large El Niño events as determined from Niño 3 SSTAs ($\Delta \overline{P_E}$); G) botryococcene δD; H) 10-year average of El Niño mean monthly rainfall centered at the botryococcene δD time points (10-yr $\Delta \overline{P^*_E}$); I) monthly rainfall during moderate-to-large El Niño events as determined from Niño 3 SSTAs ($\Delta \overline{P^*_E}$). Rainfall data is from the Puerto Ayora weather station on Santa Cruz Island (http://www.darwinfoundation.org), SST data is from the iCOADS (http://icoads.noaa.gov/) and HadISST (http://www.metoffice.gov.uk/hadobs/hadisst/) data sets.
Figure 2.8. Biomarker records from El Junco Lake over the last 3 kyr. A) $C_{34}$ botryococcene concentration and accumulation rate; B) dinosterol concentration; C) $C_{34}$ botryococcene $\delta D$; D) dinosterol $\delta D$; E) $C_{30}$ $\omega 16$-keto-1-ol/$\omega 20$-keto-1-ol ratio. The y-error bars represent $\pm 1\sigma$ of the triplicate $\delta D$ measurements and the x-error bars represent the age model uncertainty.
Figure 2.9. El Junco rainfall proxy records plotted with smoothed (70-year running mean) El Junco Lake grain size records from Conroy et al. (2008). A) The sign of the inferred change in climatological rainfall due to processes unassociated with El Niño ($\Delta P_T$); B) dinosterol δD (black) plotted with the silt/clay ratio (grey) from Conroy et al. (2008); B) botryococcene accumulation rate (black) plotted on a log scale with percent sand (grey) from Conroy et al. (2008); C) botryococcene δD. The y-error bars are derived from the 1σ error of the triplicate δD measurements and the x-error bars represent the age model uncertainty.
Figure 2.10. Response of climatological mean $\delta D_{\text{lake}}$ and El Niño $\delta D_{\text{lake}}$ (i.e. the mean lake $\delta D$ during El Niño events) to prescribed changes in ITCZ and El Niño rainfall in the idealized model of El Junco Lake. A) Modern simulation of El Junco Lake; B) simulation in which El Niño rainfall was decreased and ITCZ rainfall was increased; C) simulation in which El Niño rainfall was increased and ITCZ rainfall was decreased (see Appendix B for more details).
Figure 2.11. Rainfall changes versus lake δD as simulated by an idealized model of El Junco Lake (where changes are defined relative to the modern simulation). A) The change in climatological lake δD versus the change in climatological rainfall ($\Delta P_T$); B) the change in mean lake δD during El Niño events (El Niño δDlake) versus change in mean monthly rainfall during El Niño events ($\Delta P^*_E$); C) the change in mean lake δD during non-El Niño conditions versus the change in climatological rainfall not associated with El Niño events ($\Delta P_R$); D) the change in mean lake δD during non-El Niño conditions versus the change in total climatological rainfall ($\Delta P_T$). Each data point represents output from a simulation with a uniquely prescribed set of El Niño and ITCZ monthly rainfall values.
Chapter 3. EASTERN EQUATORIAL PACIFIC HYDROCLIMATE
CHANGES THROUGH THE HOLOCENE

3.1 INTRODUCTION

The tropical Pacific is thought to have played a fundamental role in orbital and millennial scale climate variability due to its ability to dramatically and rapidly reorganize and to project changes across the globe (Chiang, 2009). Because of these characteristics, understanding past climate change necessitates a firm understanding of changes in tropical Pacific climate.

One of the fundamental components of the tropical climate system is the Hadley cell and its ascending branch, the Intertropical Convergence Zone (ITCZ), due to its role in transporting energy out of the deep tropics. Its sensitivity to change is evidenced by the fact that its latitude changes seasonally in response to solar forcing in the tropics and subtropics. Another example of the ability of the tropical Pacific climate to rapidly reorganize and project changes across the globe is the El Niño/Southern Oscillation (ENSO), which governs variations in the global climate on interannual time scales.

Despite the importance of understanding natural variations of the tropical climate, robust reconstructions of the Pacific ITCZ and ENSO spanning the present interglacial period do not currently exist. Such robust reconstructions require proxy records from regions where the fundamental dynamics of ENSO and the Pacific ITCZ operate, but where these signals can be distinguished from one another, and are not obscured by phenomena such as monsoons. Open ocean locations provide a direct signal of tropical Pacific climate variability but proxy indicators of tropical rainfall in open ocean regions are scarce because changes in ocean chemistry associated with rainfall are subtle and marine sediments accumulate slowly.

Expanding upon the method presented in Chapter 2, here we reconstruct past rainfall changes in the Galápagos Islands over the Holocene from the abundance and hydrogen isotope composition of lipid biomarkers in the sediments of El Junco Lake, San Cristóbal Island. Located in the heart of the eastern equatorial Pacific (EEP), with a hydroclimate highly sensitive to movements of the ITCZ and to variations in ENSO (Fig. 3.1) but unaffected by monsoons, these reconstructions offer valuable insight into past tropical Pacific climate change.
3.2 METHODS

Based on the findings presented in Chapter 2, a novel set of proxies are used to infer changes in (total) climatological mean annual rainfall and climatological rainfall associated with El Niño events at El Junco Lake based on paired sedimentary biomarkers. As outlined in Chapter 2, the El Junco Lake rainfall records are constructed from the following:

1. Dinosterol δD, produced by a dinoflagellate of the genus *Peridinium* that is assumed to grow continuously in El Junco Lake, is interpreted as a proxy for climatological mean annual rainfall ($\Delta P_T$; Fig. 2.7B).

2. $C_{34}$ botryococcene δD, produced by a single race of the green algae *Botryococcus braunii* that is assumed to bloom exclusively during El Niño events, is interpreted as a proxy for mean monthly rainfall during El Niño events ($\Delta P^*_E$; Fig. 2.7H).

3. The accumulation rate of $C_{34}$ botryococcene ($F_{botryo}$) is interpreted as a proxy for climatological rainfall associated with El Niño events ($\Delta P_E$; Fig. 2.7F; i.e. the total rain that fell during El Niño events divided by the total amount of time in the sedimentary interval).

4. Changes in climatological rainfall unassociated with El Niño events ($\Delta P_R$) can be constrained for periods in which the inferred change in total climatological rainfall opposes the change in climatological rainfall associated with El Niño events – that is, for periods in which $-\Delta(dinosterol \delta D)$ and $\Delta(log(F_{botryo}))$ are of opposite sign.

While both botryococcene δD and $F_{botryo}$ provide a measure of El Niño rainfall, botryococcene δD should only be sensitive to changes in the amplitude of El Niño rainfall events, while $F_{botryo}$ should be sensitive to changes in the amplitude, frequency, and/or duration of El Niño rainfall events (as determined through their combined influence on climatological El Niño rainfall).

As rainfall at El Junco Lake is highly sensitive to El Niño events, as well as to large-scale climate phenomena unassociated with ENSO, such as the climatological position of the eastern Pacific ITCZ, we propose that $\Delta P_R$ is a useful indicator of changes in these (non-El
Niño) climate processes. An in-depth description of the proxies and their climatic interpretations can be found in Chapter 2.3.

3.3 RESULTS

3.3.1 Hydroclimate Changes in the Eastern Equatorial Pacific Over the Holocene

The 9,100-year biomarker records and the rainfall indices derived from those records are shown in Fig. 3.1. Multi-century oscillations of total mean annual rainfall ($\Delta P^T$) appear to have occurred at El Junco Lake over the Holocene (Fig. 3.1B). While low sampling resolution limits our interpretation of the data in much of the early Holocene, some of the highest mean annual rainfall is inferred at El Junco Lake is ca. 8500-8200 yr BP, followed by reduced mean annual rainfall (relative to present) ca. 7800 and 7100 yr BP. The mid-Holocene is generally characterized by increased mean annual rainfall at El Junco Lake, with local maxima ca. 5400-5000 and 4000 yr BP. Large changes in $\Delta P^T$ also appear to have occurred during the late Holocene. The lowest values of $\Delta P^T$ (i.e. the driest mean conditions) of the entire Holocene are inferred during the onset of the Medieval Warm Period, ca. 1200-950 yr BP (750-1000 AD) and ca. 1600 yr BP, followed by the highest values (i.e. the wettest mean conditions) of the late Holocene during the onset of the Little Ice Age (LIA), ca. 700-500 yr BP (1250-1450 AD).

Large, multi-centennial oscillations in the amplitude and variability of El Niño rainfall ($\Delta P_E$ and $\Delta P^*_E$) also appear to have occurred in this region throughout the Holocene, as inferred from the botryococcene $\delta D$ and accumulation rate records (Fig. 3.1C,D; Zhang et al., 2014). The early Holocene (9100-5600 yr BP) is characterized by highly variable El Niño rainfall at the multi-centennial time scale, while the mid-Holocene (5600-4000 yr BP) is generally characterized by decreased amplitude and possibly frequency of El Niño rainfall events. The late Holocene is generally characterized by increased El Niño rainfall relative to present (ca. 3300-350 yr BP), aside from the dramatic reduction in El Niño rainfall that occurred ca. 1350-1250 yr BP. Stepwise decreases in El Niño rainfall occurred ca. 350 and 100 yr BP, followed by small but persistent increases over the last 100 years.

Increased climatological rainfall due with processes unassociated with El Niño (i.e. positive values of $\Delta P^R$) is inferred ca. 8500-8200, 5400-5000 and 4000 yr BP, while decreased rainfall (negative values of $\Delta P^R$) is inferred ca. 7800 yr BP, 2700 yr BP, and in a number of intervals
over the last two millennia, including ca. 1600 yr BP, 1200-950 yr BP (750-1000 AD), and 350 yr BP (1600 AD; Fig. 3.1A).

3.4 DISCUSSION

3.4.1 Global Context of Eastern Pacific Mean Rainfall Changes During the Holocene

Many of the most pronounced changes in total mean annual rainfall inferred from the El Junco biomarker records coincide with similar hydroclimate changes in central-eastern Brazil as inferred from oxygen isotope ratios in cave deposits (Fig. 3.2B-D; Novello et al., 2012; Strikis et al., 2011). Both sets of hydroclimate reconstructions indicate that some of the wettest conditions of the Holocene occurred ca. 8500-8000 and 5500-5000 yr BP, while a wet event of lower amplitude occurred ca. 4000 yr BP. In addition, the wet conditions ca. 8400-8100 yr BP recorded in the Brazilian stalagmite were followed by a dry event ca. 7800 yr BP of similar amplitude and duration (300 years; Strikis et al., 2011); similarly dry conditions during this time are also observed in the El Junco Lake dinosterol δD record. Finally, the driest mean conditions of the Holocene are inferred at El Junco Lake ca. 1200-950 yr BP (750 AD-1000 AD), overlapping with the early Medieval Warm Period (MWP; e.g. Diaz et al., 2011; Graham et al., 2011; Seager et al., 2007). While the Lapa Grande speleothem record terminates ca. 1300 yr BP, a speleothem record from nearby Diva de Maura Cave, 380 km NE of Lapa Grande Cave, also indicates anomalously dry conditions in central-eastern Brazil during this time (Fig. 3.2C; Novello et al., 2012). These periods of pronounced changes in (total) climatological rainfall at El Junco Lake are coeval with opposing changes in climatological rainfall associated with El Niño events (Fig. 3.1). Thus, these prominent changes in climatological rainfall appear to be driven by processes other than El Niño, e.g. changes in climatological rainfall associated with movements of the ITCZ.

During the period of extreme aridity at El Junco Lake (ca. 1200-950 yr BP; 750-1000 AD), widespread aridity is a prominent feature of tropical hydroclimate records that span South America (Fig. 3.2D; Apaestegui et al., 2014; Bird et al., 2011b; Haug et al., 2003) to Saharan Africa (Shanahan et al., 2009; Street-Perrott et al., 2000). Aridity is also found in Mesoamerica during this time, where it is suggested to have played a role in the collapse of the Maya civilization during the Terminal Classic Period (Fig. 3.2E,F; Bhattacharya et al., 2015; Curtis et
al., 1996; Hodell et al., 2001). Runoff records from the Cariaco Basin suggest that extended regional aridity in the Terminal Classic Period (ca. 1250-1050 yr BP; 700-900 AD) was punctuated by intense, multiyear droughts in Venezuela (Haug et al., 2003). In contrast, during the second half of this interval (ca. 1050-900 yr BP; 900-1050 AD), wet conditions prevailed in this region. While a common forcing mechanism of these widespread tropical hydroclimate changes has not been identified, evidence of increased SSTs in the northern tropical Atlantic (Apaestegui et al., 2014; Feng et al., 2008; Keigwin, 1996; Wurtzel et al., 2013) possibly related to a strengthening of the AMOC during this time (Wurtzel et al., 2013), suggest a shared mechanism for the aridity in the Galápagos Islands, Brazil, and Peru and for the wet event in northern South America via a northward migration of the ITCZ (in the eastern Pacific and western Atlantic basins) and a weakening of the South American summer monsoon. Mechanisms of Mesoamerican and Saharan aridity during this time are unclear, but may have involved teleconnections from the tropical Atlantic and/or Pacific (Bhattacharya et al., 2015; Feng et al., 2008).

Concerning the periods of highest total mean annual rainfall at El Junco Lake (inferred ca. 8500-8200, 5400-5000, and 4000 yr BP and during the onset of the LIA (ca. 700 – 500 years BP; 1250-1450 AD), there is evidence to suggest that these events broadly correspond to periods of notable changes in tropical hydroclimate and high latitude climate. We discuss the global signature of each of these intervals below.

The period ca. 8500-8000 yr BP marked the largest and most abrupt climate event of the Holocene. During this period, proglacial Lake Agassiz is thought to have catastrophically drained into the North Atlantic, causing a dramatic slowdown of the AMOC and pronounced cooling in the North Atlantic, Europe, and Greenland (Fig. 3.2I; e.g. Barber et al., 1999; Ellison et al., 2006; Kleiven et al., 2008; Kobashi et al., 2007; LeGrande et al., 2006; Lewis et al., 2012). Evidence of weakened summer monsoons in East Asia (Fig. 3.2G) and India (Fig. 3.2H), and an intensified South American summer monsoon (Fig. 3.2D) during this time suggest that the associated climate perturbations extended to the tropics. This anti-phased behavior of weakened NH and strengthened SH monsoon systems indicates that a large-scale southward shift in tropical continental precipitation occurred during this time. Further, the El Junco Lake hydroclimate records suggest that the southward shift in tropical precipitation may have extended into the tropical Pacific, as the inferred increase in non-El Niño climatological rainfall is consistent with
a southward shifted ITCZ in the eastern equatorial Pacific ca. 8500-8200 yr BP (Fig. 3.2A). The climate event ca. 8200 yr BP and its signature in the tropical Pacific is the focus of Chapter 4.

While not linked to a similarly well-constrained climate event, the wet conditions at El Junco Lake and central-eastern Brazil ca. 5400-5000 and 4000 yr BP also broadly coincide with high latitude climate changes, including glacial advances in Asia, North America and Scandinavia (Fig. 3.2K; Mayewski et al., 2004; Stuiver and Grootes, 2000) and an influx of cold, fresh, ice-bearing water from the Nordic and Labrador Seas into the North Atlantic (as indicated by ice-rafted debris records; Fig. 3.2J; Bond et al., 2001). A combination of orbital and solar forcing, and variability in the AMOC have been invoked to explain the cooling and ice rafting during these times (e.g. Wanner and Butikofer, 2008). Further evidence of high latitude climate change ca. 6000-5000 yr BP includes changes in high latitude atmospheric circulation patterns (inferred from large variations in aerosol concentrations in Greenland and Antarctic ice (Mayewski and Maasch, 2006; O'Brien et al., 1995), and substantially reduced North Atlantic Deep Water production (inferred from carbon isotope ratios of benthic forams; Oppo et al., 2003), suggesting that this period constituted one of the most severe climate events of the Holocene interval. Increased aridity throughout parts of the northern tropics coincided with these high latitude climate changes (Magny and Haas, 2004 and references therein), including aridity in the Middle East (Fig. 3.3H; Fleitmann et al., 2003), and Africa (Chalie and Gasse, 2002; Itambi et al., 2010; Russell et al., 2003) ca. 5600-5000 yr BP and the abrupt end to the African Humid Period ca. 5500 yr BP (deMenocal et al., 2000).

The wet conditions at El Junco Lake and central-eastern Brazil ca. 4000 yr BP, while corresponding with a weaker high latitude climate signal, is widely recognized as a time of extreme drought in the Northern Hemisphere tropics and extratropics, including regions of the Asian, North American, and North African summer monsoons (Booth et al., 2005; Cosford et al., 2008; Gupta et al., 2005; Itambi et al., 2010; Shanahan et al., 2006; Staubwasser et al., 2003; Thompson et al., 2002; Wang et al., 2005a). Indeed, the collapse of major civilizations in India, Egypt, Mesopotamia, and China have been attributed to aridity during this time (Liu and Feng, 2012 and references therein).

Finally, the wettest mean conditions of the late Holocene (ca. 700-500 yr BP; 1250-1450 AD) are inferred at El Junco Lake during onset of the Little Ice Age, encompassing one of the most volcanically active centuries of the last 1500 years (ca. 1200-1300 AD; Gao et al., 2008)
and characterized by high latitude cooling and expanded Arctic sea ice (Miller et al., 2012). Hydroclimate records indicate widespread changes in monsoon systems during the early LIA, including megadroughts in India (Sinha et al., 2011) ca. 650-500 yr BP (1300-1450 AD), a weakened East Asian summer monsoon ca. 500 yr BP (1450 AD; Fig. 3.2F; Wang et al., 2005a) and the onset of a strengthened South American summer monsoon (Vuille et al., 2012).

In contrast to the widespread aridity in the northern tropics during these four periods (8500-8200, 5400-5000, 4000, and 700-500 yr BP), the Galápagos Islands and parts of South America appear to have experienced anomalously wet conditions during these intervals; in the case of El Junco Lake, these periods correspond to the wettest mean conditions of the Holocene. Taken together, these hydroclimate records suggest that tropical rainfall patterns may have been shifted southward during these intervals, possibly in association with high latitude climate changes. Any inferred connection between the tropical and high latitude climate could have involved a two-way interaction—for instance, while shifts of the zonally averaged ITCZ have been shown to occur in direct response to high latitude cooling (e.g. Chiang and Bitz, 2005), externally-forced tropical hydroclimate changes can contribute to high latitude climate changes, e.g. through the influence of changes in moisture transport on the circulation of the atmosphere and ocean (Cane, 1998; Chiang, 2009; Gupta et al., 2005; Mignot and Frankignoul, 2005; Schmittner and Clement, 2002; Yuan, 2004). Through this and other mechanisms, the tropics may have played a central role in determining the character of global climate change during the Holocene.

3.4.2 Changes in Eastern Pacific El Niño Rainfall Through the Holocene

The El Junco Lake botryococcene records indicate three distinct periods of El Niño rainfall during the Holocene (Fig. 3.1), as also described in Zhang et al. (2014). The early Holocene (9100-5600 yr BP) is characterized by highly variable El Niño rainfall at the multi-centennial time scale (as inferred from large oscillations in both $\Delta P_E$ and $\Delta P^*_{E}$; Fig. 3.1C,D). The mid-Holocene (5600-4000 yr BP) is generally characterized by decreased climatological rainfall associated with El Niño events (Fig. 3.1C), perhaps driven by decreased amplitude of El Niño rainfall events (Fig. 3.1D). In contrast, the late Holocene is generally characterized by increased El Niño rainfall (positive $\Delta P_E$ and $\Delta P^*_{E}$) relative to present ca. 3300-350 yr BP, aside from the dramatic reduction in El Niño rainfall that occurred ca. 1350-1250 yr BP.
Notable similarities between the El Niño rainfall reconstructions from El Junco Lake and other Holocene ENSO records include evidence for a persistently weak ENSO during the mid-Holocene, as supported by a number of hydroclimate and sea surface temperature records from the tropical Pacific (Conroy et al., 2008; Donders et al., 2008; Koutavas et al., 2006; Koutavas and Joanides, 2012; Riedinger et al., 2002). In addition, evidence of variable ENSO during the early Holocene, as inferred from the El Junco Lake biomarker records, has also been documented from coral records in the tropical Pacific (Cobb et al., 2013).

However, other features of the El Niño rainfall reconstructions from El Junco Lake during the Holocene do not appear to have counterparts in coral-based ENSO reconstructions. For instance, the El Junco Lake biomarker records suggest that the amplitude and possibly frequency of El Niño rainfall events was increased throughout most of the last three millennia relative to the 20th century. In contrast, western and central Pacific coral records indicate that ENSO variance (as measured through coral δ18O, which records both changes in SST and rainfall) was higher during the 20th century than almost any other period through the Holocene (Cobb et al., 2013; Tudhope et al., 2001). We propose that these differences may be due to disparate processes driving changes in El Niño rainfall versus ENSO SST anomalies and/or the disparate location of the proxy reconstructions. As outlined in Chapter 2.3.2, modeling studies have demonstrated that the frequency and amplitude of rainfall anomalies in the eastern Pacific during El Niño events can change without a corresponding change in the amplitude of SSTAs associated with ENSO (Cai et al., 2014). Possible mechanisms of the inferred increase in eastern Pacific El Niño rainfall during the late Holocene therefore include: (1) a decreased zonal SST gradient in the tropical Pacific (e.g. Cai et al., 2014), (2) increased variance of ENSO SSTAs, and/or (3) a shift in the distribution of ENSO SST anomalies to more eastern Pacific (versus central Pacific) El Niño events. SST reconstructions based on Mg/Ca ratios in planktonic forams provide evidence for higher mean eastern equatorial Pacific SSTs in the late Holocene (ca. 4000-1500 yr BP) as compared to the mid-Holocene (6000-4000 yr BP; Koutavas et al., 2006). It is therefore possible that the increase in El Niño rainfall from the mid- to late Holocene occurred in response to surface warming in the eastern equatorial Pacific. Reconstructions of central Pacific SST anomalies that span the last millennium (Cobb et al., 2003; Cobb et al., 2013; Emile-Geay et al., 2013) provide no indication of higher than modern ENSO variance ca. 900-350 yr BP, however, mean SSTs and interannual SST anomalies in the eastern equatorial Pacific are poorly
constrained during this time (e.g. Emile-Geay et al., 2013). Therefore, we propose that increased mean SSTs in the eastern Pacific and/or a shift in the distribution of ENSO SSTAs to more eastern Pacific events may have been responsible for the higher than modern El Niño rainfall in the Galápagos Islands over most of the late Holocene.

3.4.3 Alternating Holocene Changes in ENSO and the ITCZ Versus Persistent Trends

The Holocene-scale trends in eastern equatorial Pacific rainfall inferred from the El Junco Lake biomarker records differ markedly from most continental hydroclimate records from the tropics. For instance, a monotonic southward shift in the position of the ITCZ through the Holocene in association with changes in orbital precession has been inferred from a number of iconic continental-based hydroclimate records, including runoff records from the Cariaco Basin off the north coast of Venezuela (Fig. 3.3B; Haug et al., 2001), speleothem and authigenic lacustrine calcite oxygen isotope records from the Peruvian and Venezuelan Andes (Fig. 3.3C; Bird et al., 2011a), and speleothem records from the Asian and Australasian monsoon regions (Fig. 3.2F,G; Cosford et al., 2008; Fleitmann et al., 2003; Partin et al., 2007; Wang et al., 2005a).

In contrast to these studies, we find no evidence for monotonic trends in rainfall associated with the eastern Pacific ITCZ from the biomarkers records in El Junco Lake. A shift of the eastern Pacific ITCZ even slightly northward from its modern position would be expected to bring substantially drier conditions to El Junco Lake; such drier than modern conditions are not reflected in the reconstructions of either $\Delta \overline{P}_r$ or $\Delta \overline{P}_f$ through the Holocene. Instead, the proxy records indicate alternating changes in total climatological rainfall and climatological rainfall associated with processes other than El Niño in the eastern equatorial Pacific throughout the Holocene (Fig. 3.3A).

Further, while the El Junco Lake biomarker records support of the long-standing paradigm of a persistently weak ENSO during the mid-Holocene, they do not provide evidence for an increasing trend in El Niño activity through the Holocene, as inferred from reflectance data in Peruvian lake sediment on the eastern flank of the Andes (Fig. 3.3D-F; Moy et al., 2002).

The El Junco Lake biomarker records thus seem to suggest that, unlike monsoons, ENSO and the position of the Pacific maritime ITCZ do not respond linearly to precessional forcing. This finding highlights that the conventional use of the term ITCZ for all tropical rainfall zones can be misleading, as tropical rainfall is comprised of a number of disparate regions governed by
distinct processes. We argue that the El Junco Lake biomarker records are distinct from the continental-based proxy records mentioned above in that they directly reflect changes in the eastern equatorial Pacific climate, thereby providing unique insight into the dynamics of ENSO and the well-defined maritime ITCZ in this region.

3.5 Summary

The El Junco Lake biomarker records presented here provide a novel record of past hydroclimate changes in the eastern equatorial Pacific through the Holocene. Multi-decadal to millennial oscillations of (total) climatological rainfall and rainfall associated with El Niño events are inferred over the Holocene. Mechanisms of El Niño rainfall variations recorded at El Junco Lake over the Holocene could include basin-wide changes in the variance of ENSO SST anomalies, a shift in the distribution of ENSO SST anomalies to eastern Pacific versus central Pacific El Niño events, and/or changes in the mean tropical Pacific SST gradient. Most of the large (total) climatological rainfall changes that occurred at El Junco Lake during the Holocene were opposed by changes in climatological rainfall associated with El Niño events, from which we infer that the changes in total climatological rainfall were driven by non-El Niño processes (e.g. meridional displacements of the eastern Pacific ITCZ).

Most of the pronounced changes in total mean annual rainfall inferred from the El Junco biomarker records have counterparts in hydroclimate reconstructions from central-eastern Brazil and coincide with periods of notable tropical hydroclimate and high latitude climate changes. For example, the driest conditions of the Holocene are inferred at El Junco Lake ca. 1200-950 yr BP (750 AD-1000 AD), at a time when widespread aridity was recorded in tropical hydroclimate records that span Mesoamerica, South America and Saharan Africa. Anomalously wet conditions at El Junco Lake and central-eastern Brazil ca. 8500-8000, 5500-5000, and 4000 yr BP appear to have broadly coincided with widespread northern tropical aridity, suggesting that tropical rainfall patterns may have been shifted southward during these intervals, possibly in association with high latitude climate changes.

In contrast to several well-cited continental hydroclimate records from the tropics, the El Junco Lake biomarker records do not provide support for monotonic trends in ENSO variability or the position of the ITCZ in the eastern equatorial Pacific through the Holocene. Instead, the data indicate alternating changes in El Niño and non-El Niño climatological rainfall in the
eastern equatorial Pacific throughout the Holocene. These records thus seem to suggest that, unlike monsoons, ENSO and the position of the eastern Pacific ITCZ do not respond linearly to precessional forcing. We argue that the hydroclimate records presented here provide unique insight to the evolution of the eastern equatorial Pacific climate system through the Holocene.
Figure 3.1. El Junco Lake biomarker records over the last 9.1 kyr. A) The sign of the inferred change in climatological rainfall due to processes unassociated with El Niño ($\Delta P_R$); B) dinosterol $\delta$D; C) botryococcene concentration and accumulation rate (plotted on a log scale); D) botryococcene $\delta$D. The y-error bars represent ±1σ of the triplicate $\delta$D measurements and the x-error bars represent the age model uncertainty. The horizontal lines represent the average values over the last 100 years. Colored bars highlight the periods for which changes in processes unassociated with El Niño appear to have driven the largest anomalies in climatological rainfall at El Junco Lake- blue bars highlight where anomalously wet conditions ($\Delta P_T > 1\sigma$) coincide with periods of increased residual rainfall ($\Delta P_R^* = +$), yellow bars indicate where anomalously dry conditions ($\Delta P_T < -1\sigma$) coincide with periods of decreased residual rainfall ($\Delta P_R^* = -$).
Figure 3.2. El Junco Lake biomarker records from 9.1 kyr BP to the present in comparison to global climate records. A) The sign of the inferred change in
climatological rainfall due to processes unassociated with El Niño ($\Delta P_R$); B) dinosterol δD from this study; C) speleothem δ18O from Diva de Maura Cave, Brazil (Novello et al., 2012); D) speleothem δ18O from Lapa Grande, Brazil (Strikis et al., 2011); E) authigenic calcite δ18O from Laguna Pumacocha in the eastern Peruvian Andes (Bird et al., 2011b); F) bulk density in Lake Chichancanab sediment, in the Yucatan Peninsula of Mexico (Hodell et al., 2005); G) δ18O record from Dongge Cave, China (Wang et al., 2005a); H) speleothem δ18O from Qunf Cave, Oman (Fleitmann et al., 2003); I) bidecadal δ18O$_{ice}$ from the GISP2 ice core (Stuiver and Grootes, 2000); J) North Atlantic drift ice record (Bond et al., 2001); K) NH glacier advances (Mayewski et al., 2004). Colored bars highlight the periods for which changes in processes unassociated with El Niño appear to have driven the largest anomalies in climatological rainfall at El Junco Lake- blue bars highlight where anomalously wet conditions ($\Delta P_R > 1\sigma$) coincide with periods of increased residual rainfall ($\Delta P_R = +$), yellow bars indicate where anomalously dry conditions ($\Delta P_R < -1\sigma$) coincide with periods of decreased residual rainfall ($\Delta P_R = -$).
Figure 3.3. El Junco Lake biomarker records from 9.1 kyr BP to present in comparison to other tropical hydroclimate reconstructions. A) The sign of the inferred change in climatological rainfall due to processes unassociated with El Niño ($\Delta P_R$); B) dinosterol $\delta^D$ from this study; C) titanium concentration in Cariaco Basin sediments (Haug et al., 2001); D) authigenic calcite $\delta^{18}O$ from Lake Pumacocha in the eastern Peruvian Andes (Bird et al., 2011a); E) botryococcene accumulation rate (plotted on a log scale); F) botryococcene $\delta^D$; G) reconstruction of El Niño event frequency based on reflectance of Laguna Pallacocha sediment in the eastern Peruvian Andes (Moy et al., 2002). Colored
bars highlight the periods for which changes in processes unassociated with El Niño appear to have driven the largest anomalies in climatological rainfall at El Junco Lake—blue bars highlight where anomalously wet conditions ($\Delta P_T > 1\sigma$) coincide with periods of increased residual rainfall ($\Delta P_R = +$), yellow bars indicate where anomalously dry conditions ($\Delta P_T < -1\sigma$) coincide with periods of decreased residual rainfall ($\Delta P_R = -$).
Chapter 4. THE 8.2 KYR EVENT IN THE TROPICAL PACIFIC

4.1 INTRODUCTION

The relatively stable climate of the Holocene epoch (11,700 yr BP-present) was punctuated by a period of large and abrupt climate change during the so-called “8.2 kyr event”. Paleoclimate data and modeling studies suggest that this event was caused by the catastrophic drainage of glacial lakes formed by the retreating North American ice sheet into the North Atlantic Ocean, which weakened the Atlantic Meridional Overturning Circulation (AMOC) and caused dramatic cooling in Greenland and the Labrador Sea (Alley et al., 1997; Barber et al., 1999; LeGrande et al., 2006; Rohling and Palike, 2005). The timing of the final Lake Agassiz drainage is estimated at ca. 8300 yr BP, with an error range of 8000–8500 yr BP (Lewis et al., 2012). A concomitant decrease in methane concentration in the Greenland ice record (Blunier et al., 1995) provides evidence that the associated climate perturbations reached the tropics, through the influence of changes in tropical precipitation on tropical wetland dynamics (Mitsch et al., 2010; Prigent et al., 2001). However, while paleoclimate records indicate that monsoon systems across the globe were altered (Cheng et al., 2009; Gupta et al., 2005; Shanahan et al., 2006; Thompson et al., 2002), little is known about the behavior of the tropical Pacific climate during this time.

A novel set of proxy records, based on the accumulation rate and hydrogen isotopic composition of sedimentary biomarkers, was developed from El Junco Lake in the Galápagos Islands in Chapter 2 to reconstruct changes in climatological rainfall, and to decompose the changes in total climatological rainfall into contributions from El Niño and non-El Niño processes. Rainfall at El Junco Lake, located in the eastern equatorial Pacific, is highly sensitive to both El Niño events and to movements of the eastern Pacific ITCZ (Fig. 4.1). In Chapter 3, we presented the El Junco Lake rainfall reconstructions over the last 9100 years and noted the evidence for large perturbations to the tropical Pacific hydroclimate around the time of the 8.2 kyr event. Here we investigate these rainfall changes in greater detail and supplement the proxy records with a dynamical model of the tropical Pacific coupled atmosphere-ocean system to explore the influence of tropical
Pacific mean state changes possibly associated with the 8.2 kyr event on the variability of ENSO.

### 4.2 Tropical Pacific Climate Changes During the 8.2 kyr Event

Around 8500–8000 yr BP, the El Junco Lake biomarker records demonstrate large hydroclimate anomalies (relative to the modern period) in the Galápagos Islands. Increased total climatological rainfall (positive $\Delta P_T$) and decreased climatological rainfall associated with El Niño events (negative $\Delta P_E$) provide evidence for increased climatological rainfall associated with processes other than El Niño (positive $\Delta P_R$). These reconstructions are consistent with a climatological southward shift of the eastern Pacific ITCZ and decreased amplitude, frequency, and/or duration of El Niño rainfall events during this time (Fig 4.2). This period coincides within dating uncertainties to the final discharge of the proglacial Lake Agassiz into the North Atlantic.

Proxy records indicate that ca. 8300 yr BP an estimated 163,000 km$^3$ of glacial meltwater was released through the Hudson Bay (in one or two pulses) that produced a sufficient salinity anomaly to weaken the Atlantic Meridional Overturning Circulation (Fig. 4.3; Barber et al., 1999; Ellison et al., 2006; Kleiven et al., 2008; Lewis et al., 2012; Teller et al., 2002). The largest climate anomalies of the Holocene in Greenland ice (Fig. 4.3D) (Alley et al., 1997; Stuiver and Grootes, 2000) and North Atlantic sediment records (Ellison et al., 2006; Kleiven et al., 2008) are inferred during this time. Proxy records indicate that surface temperatures in central Greenland dropped by 3-8 °C (Fig. 4.3B; Barber et al., 1999; Kobashi et al., 2007) while those in the North Atlantic and Europe dropped by 2-3 °C (Fig. 4.3E; Ellison et al., 2006; Hoffman et al., 2012; Kleiven et al., 2008; Morrill and Jacobsen, 2005). While ice core records and some sediment records indicate that the associated climate perturbations only lasted 100-150 years (Daley et al., 2011; Kleiven et al., 2008; Kobashi et al., 2007), other sediment records suggest that multi-step SST anomalies (SSTAs) and prolonged changes in ocean circulation may have occurred over several centuries (Ellison et al., 2006).

It has been well established from theory and climate model simulations that a weakened AMOC associated with freshwater forcing in the North Atlantic produces a southward shift of the zonally-averaged climatological position of the ITCZ. Climate theory demonstrates
that the position of the ITCZ is fundamentally linked to the atmospheric energy budget and that shifts of the ITCZ accompany changes in the amount of heat transported across the equator by the atmosphere (Donohoe et al., 2013; Frierson and Hwang, 2012; Kang et al., 2008). Because atmospheric heat transport is fundamentally tied to ocean heat transport, much of which is accomplished through the AMOC, changes in the strength of the AMOC would be expected to produce meridional shifts of the ITCZ. Indeed, a variety of modeling studies have demonstrated that a meltwater pulse in the North Atlantic and the associated reduction in the AMOC produce a southward shift of the ITCZ. A southward shifted ITCZ acts to balance the deficit in energy fluxes into the atmosphere in the northern hemisphere caused by the reduced ocean energy transport from the South Atlantic to North Atlantic (Otto-Bliesner and Brady, 2010; Timmermann et al., 2007; Zhang and Delworth, 2005).

Numerous proxy data support the model results for a southward displacement of the zonally averaged ITCZ during the 8.2 kyr event. For example, a decrease in atmospheric methane concentration is observed in Greenland ice records concomitant with the 8.2 kyr event (Fig. 4.3D; Alley et al., 1997; Blunier et al., 1995; Kobashi et al., 2007; Stuiver and Grootes, 2000). Decreased atmospheric methane concentrations are expected in association with a southward shift of the zonally averaged ITCZ due to decreased tropical wetland area and methane emissions (Chappellaz et al., 1993; Lea et al., 2003; Loulergue et al., 2008; Tzedakis et al., 2009). On a more regional level, proxy evidence suggests that the ITCZ in the western Atlantic Ocean was shifted southward during this time as inferred from reconstructions of reduced rainfall over Central America (Fig. 4.4G; Lachniet et al., 2004) and increased upwelling in the Cariaco Basin (indicating strengthened trade winds off the north coast of Venezuela; Fig. 4.4I; Hughen et al., 1996). In addition, proxy evidence points to a weakened Indian (and possibly Asian) summer monsoon (Fig. 4.4E,F; Cheng et al., 2009; Fleitmann et al., 2007; Hong et al., 2003; Pausata et al., 2011; Wang et al., 2005a) and an intensified South American summer monsoon (Fig. 4.4H; Cheng et al., 2009; Strikis et al., 2011) based on cave stalagmite records, while evidence for arid conditions in the North Africa monsoon region comes from lake sediment and tropical ice core records (Gasse, 2000; Shanahan et al., 2006; Thompson et al., 2002). Such paleoclimate records from the western Atlantic Ocean, Central America, and the monsoon regions of Asia, Africa, and South America, in conjunction with the eastern Pacific rainfall reconstructions from this
study, indicate that a global southward shift of tropical precipitation likely occurred during the 8.2 kyr event.

4.3 Response of ENSO to an Equatorward ITCZ Shift in the Tropical Pacific

While theory and modeling studies support the proxy evidence for a southward shifted ITCZ during the 8.2 kyr event, a theoretical basis for the concomitant reduction in the variability of El Niño rainfall events (as inferred from the El Junco Lake biomarker records) is less clear. A substantial body of literature indicates that ENSO variability is modulated by changes in the mean state of the tropical Pacific, including changes in the strength of the equatorial trade winds, thermocline depth, and zonal SST gradient (e.g. An et al., 2008; Battisti and Hirst, 1989; Clement et al., 1996; Fedorov and Philander, 2001; Sun, 2003; Watanabe et al., 2012). Thus, one plausible hypothesis is that the inferred reduction in climatological rainfall associated with El Niño events in the eastern Pacific was due to changes in the tropical Pacific mean state through its associated impacts on the variability of ENSO.

In fact, theory presented by Battisti (1988) and Battisti and Hirst (1989), suggest that a reduction in ENSO variability would be expected in association with a climatological southward shift of the Pacific ITCZ (such as inferred from proxy records during this time) through the influence of the tropical Pacific background state on the stability of the coupled ocean-atmosphere system. Such a relationship between the long-term mean position of the ITCZ and ENSO variability should not be confused with their relationship on interannual timescales. For instance, during El Niño events, the ITCZ in the central and eastern equatorial Pacific shifts southward onto the equator in response to warm SSTAs there. In contrast, climatological shifts of the mean annual position of the ITCZ would be accompanied by substantial changes in the mean state of the tropical Pacific that would be expected to drive changes in ENSO variability through changes in the stability of the coupled ocean-atmosphere system.

The theory presented in Battisti (1988) and Battisti and Hirst (1989) relates changes in the background state of the tropical Pacific through the annual cycle to changes in the stability of the coupled ocean-atmosphere system. In boreal fall the ITCZ is located at its
northern-most position, and the tropical Pacific is characterized by strong equatorial trade winds, strong equatorial upwelling, a shallow eastern equatorial Pacific (EEP) thermocline and a large zonal SST gradient. The combination of stronger upwelling and a shallower thermocline causes enhanced coupling between the subsurface and surface temperature anomalies in the EEP, a feature that is critical for the growth of ENSO events. During this time the coupled ocean-atmosphere system is least stable, and therefore more susceptible to the growth of ENSO events. Conversely, the coupled system is most stable, and least conducive to the growth of ENSO events during boreal spring, when the ITCZ lies closest to the equator and the tropical Pacific is characterized by weak equatorial trades and upwelling, a deep EEP thermocline and a weak zonal SST gradient. This influence of the background state on the stability of the coupled system is thought to be responsible the phase locking of ENSO to the seasonal cycle (Ham et al., 2013; Stein et al., 2010; Thompson and Battisti, 2001; Tziperman et al., 1998).

The influence of changes in the background tropical Pacific climate on coupled ocean-atmosphere stability that exists on seasonal timescales also applies to mean state changes, as demonstrated by Battisti and Hirst (1989). A climatological northward (southward) shift of the mean annual position of the Pacific ITCZ would be expected to be associated with stronger (weaker) equatorial trade winds and upwelling, a shallower (deeper) thermocline in the EEP, and an increased (decreased) zonal SST gradient in the tropical Pacific. Modeling studies using a variety of coupled atmosphere-ocean models have demonstrated that mean climate conditions characterized by stronger equatorial trade winds, larger zonal SST gradient in the tropical Pacific, and/or a shallower EEP thermocline increase the instability of the coupled system (Battisti and Hirst, 1989; Galanti et al., 2002; Hirst, 1986; Sun, 2003).

In order to further evaluate the mechanism by which ENSO variability could be dynamically linked to the climatological position of the ITCZ, we ran a set of idealized experiments with an intermediate complexity model of the tropical Pacific. The Linearized Ocean Atmosphere Model (LOAM; Thompson and Battisti, 2000) is an intermediate complexity of the tropical Pacific. LOAM is linearized variant of the Zebiak and Cane (1987) coupled model, updated to include observationally constrained parameter values and observed climatological mean state fields, including ocean currents and vertical thermal structure. Briefly, LOAM is comprised of a 1.5 layer ocean model and a two-layer model of
the atmosphere, in which heating is a function of SST and surface wind convergence (Gill, 1980). The atmosphere is modeled as a single baroclinic mode on an equatorial $\beta$ plane and is linear with mechanical and thermodynamic damping. As compared to the Zebiak Cane model and the Battisti (1988) model, the atmospheric convergence feedback has been linearized as in Battisti and Hirst (1989). The ocean model consists of an upper layer governed by the linear shallow water equations on an equatorial $\beta$ plane and a motionless lower layer. An Ekman layer of fixed 50 m depth is imbedded in the upper layer and is in steady state with the surface winds. The linearized prognostic equation for sea surface temperature (SST) includes three-dimensional advection of temperature anomalies by the climatological currents, anomalous advection of the climatological temperature, vertical mixing and a simple parameterization of surface heat flux (see Roberts and Battisti, 2011; Thompson, 1998). The dependent variables for the ocean are: meridional and zonal surface wind anomalies and the thermocline perturbation. The ocean equations are discretized spectrally in $y$ by projecting them onto Rossby waves space and discretized in $x$ using finite differences. The atmosphere and SST equations are projected onto Hermite function space in $y$ and also discretized in $x$ using finite differences.

We performed a simple set of three idealized experiments with LOAM to simulate changes in the mean state of the tropical Pacific associated with meridional shifts of the ITCZ and determine their influence on ENSO. Observed mean fields of SST, surface ocean currents, and the vertical structure of ocean temperature along the equator were obtained from the Simple Ocean Data Assimilation (SODA) data set (Carton et al., 2000a; Carton et al., 2000b; http://www.atmos.umd.edu/~ocean/). Observed surface winds were taken from NCEP reanalysis (Kalnay et al., 1996; http://www.cdc.noaa.gov/). In the first experiment (the control run), ENSO variability around the observed mean state was simulated by constructing the annual propagator matrix ($R$) from the full suite of observed monthly mean fields (i.e. $R_{\text{year}} = R_{12}R_{11}R_{10}R_{9}R_{8}R_{7}R_{6}R_{5}R_{4}R_{3}R_{2}R_{1}$), where 1-12 represent months Jan – Dec. The model was then run for 2,000 years and the characteristics of ENSO evaluated. In the second experiment (the boreal spring run), a mean state governed by a southward shifted ITCZ was simulated by building the annual propagator matrix from the observed mean fields from only March to June (i.e. $R_{\text{year}} = R_{3}R_{2}R_{1}R_{4}R_{5}R_{6}R_{7}R_{8}R_{9}R_{10}R_{11}R_{12}$). In the final experiment (the boreal fall run), a mean state governed by a northward shifted ITCZ was
simulated by building the propagator matrix from the observed mean fields in September to December (i.e. $R_{\text{year}} = R_9R_{10}R_{11}R_{12}R_{11}R_{10}$).

In the control run, the stochastic forcing of LOAM was adjusted to obtain a variance of Niño 3 SSTAs that matches observations ($\sigma^2 = 0.7$ °C$^2$). As shown in Roberts and Battisti (2011), when the propagator matrix is built from the full annual cycle and the model is stochastically forced, the essential physics of ENSO are captured by LOAM. While the center of action is located farther west in LOAM than in observations, the structure, period, and damping rate of the ENSO mode in LOAM is similar to that found from a linear inverse model fit to the observations (Fig. 4.5A,B; Table 1). In addition, the structure and variance explained by the first two EOFs of tropical Pacific SSTAs are similar to those from observations (Fig. 4.6A,B).

The annually averaged fields and annual cycle of SST, surface winds, and thermocline depth from the three LOAM simulations are shown in Fig. 4.7-9. It should be noted that in both the boreal spring and fall simulations, the annual cycle is reduced as compared to the control run (Fig. 4.6). When the annual cycle was restricted to boreal spring conditions (i.e. southward shifted ITCZ) the mean state of the tropical Pacific was characterized by weaker equatorial trade winds, a flatter central Pacific to east Pacific thermocline slope, and a reduced zonal SST gradient. In this simulation the growth rate of the ENSO mode decreased by 50% (representing an increase in the stability of the ENSO mode) and the modal period increased by 20% (Table 1). When the model was stochastically forced the variance of Niño 3 SSTAs decreased by >80% (Fig. 4.10C). In contrast, when the annual cycle was restricted to boreal fall conditions (i.e. a northward shifted ITCZ) the mean state of the tropical Pacific was characterized by stronger equatorial trade winds, a steeper thermocline slope, and a larger zonal SST gradient. In this simulation the growth rate of the ENSO mode increased by 20% (representing a decrease in the stability of the ENSO mode) and the period decreased by 20%. When LOAM was stochastically forced, the variance of Niño 3 SSTA increased by 20% and ENSO variability shifted to shorter periods (Fig. 4.11). Though the amplitude and period of ENSO events were modified in this simulation, the structure of ENSO was little affected (Fig. 4.5B,D; Fig. 4.6B,D).

These idealized model simulations provide a set of causal mechanisms by which an equatorward shift of the ITCZ could give rise to reduced ENSO variability, in support the
rainfall reconstructions from El Junco Lake, indicating reduced El Niño rainfall variability coeval with increased climatological rainfall associated with non-El Niño processes (consistent with an equatorward shift of the eastern Pacific ITCZ) ca. 8500-8200 yr BP. An equatorward (poleward) shift of the climatological position of the Pacific ITCZ as simulated through perpetual boreal spring (fall) conditions in the tropical Pacific gives rise to decreased (increased) ENSO variability through an increase (decrease) in the stability of the coupled ocean-atmosphere system.

4.4 SUMMARY

The large freshwater pulse to the North Atlantic during the so-called “8.2 kyr event” resulted in climate perturbations that stretched across the globe. Here we present the first evidence for large perturbations to the tropical Pacific climate, based on paired sedimentary biomarker records from El Junco Lake. Rainfall reconstructions from these biomarker records indicate that El Niño rainfall variability was weak while climatological rainfall unassociated with El Niño events increased. In light of other tropical hydroclimate reconstructions from this time, we infer that the southward shift in tropical precipitation that is well documented in continental regions, also extended to an equatorward shift of the climatological position of the eastern Pacific ITCZ. We demonstrate using a simple set of idealized simulations with a coupled climate model of intermediate complexity that such a connection between the climatological position of the Pacific ITCZ and ENSO variability is found under prescribed modifications to the seasonal cycle of the tropical Pacific background state. Perpetual boreal spring (fall) conditions in the tropical Pacific are characterized by an equatorward (poleward) shift of the mean annual position of the ITCZ, weakened (strengthened) equatorial trade winds, a deeper (shallower) EEP thermocline, and a decreased (increased) tropical Pacific zonal SST gradient, which give rise to increased (decreased) stability of the coupled ocean-atmosphere system. Taken in conjunction with reconstructions from monsoon regions and the tropical Atlantic, the data presented here suggest that the large meltwater pulse to the North Atlantic produced a global southward shift of tropical rainfall, from which the associated southward shift of the Pacific ITCZ may have given rise to reduced ENSO variability. In Chapter 5 we further evaluate the
connection between North Atlantic freshwater forcing, tropical Pacific mean state changes, and ENSO variability using simulations with a fully coupled global climate model.
Table 4.1. Characteristics of the ENSO mode

<table>
<thead>
<tr>
<th>Model</th>
<th>Growth rate (yr⁻¹)</th>
<th>Period (yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obs (NOAA ERSST v3b)</td>
<td>0.37</td>
<td>4.0</td>
</tr>
<tr>
<td>LOAM Control Run</td>
<td>0.31</td>
<td>2.8</td>
</tr>
<tr>
<td>LOAM Boreal Spring Run</td>
<td>0.15</td>
<td>3.3</td>
</tr>
<tr>
<td>LOAM Boreal Fall Run</td>
<td>0.38</td>
<td>2.2</td>
</tr>
</tbody>
</table>
Figure 4.1. Tropical Pacific rainfall patterns associated with the ITCZ and ENSO. A) Seasonal cycle of the Pacific ITCZ from GPCP precipitation averaged over A) Aug–Oct and B) Feb–April for the period 1980–2010; C) GPCP precipitation anomalies (colors) and SST anomalies (contours) composited from the peak of the 1972–73, 1982–83, and 1997–98 El Niño events (Oct–Mar). Data taken from NCEP/NCAR Reanalysis (http://www.esrl.noaa.gov). The location of the Galápagos Islands is indicated by the white star.
Figure 4.2. El Junco Lake biomarker records with the timing of Lake Agassiz drainage highlighted. A) The sign of the inferred change in climatological rainfall due to processes unassociated with El Niño (ΔPR); B) dinosterol δD; C) botryococcene accumulation rate (plotted on a log scale); D) botryococcene δD. The highlighted color bar and the diamond with error bars at the bottom of the figure represent the timing of the terminal Lake Agassiz outburst at 8.33 kyr with error ranges from 8.04–8.49 kyr (Lewis et al., 2012).
Figure 4.3. North Atlantic and Greenland proxy records of the 8.2 kyr event. A) Mean sortable silt size from a deep-sea sediment core in the subpolar North Atlantic (core MD99-2251) indicating flow speed of the Iceland Scotland Overflow Water (ISOW; Ellison et al., 2006); B) bidecadal $\delta^{18}O$ values of ice from the GISP2 ice core (Stuiver and Grootes, 2000); C) subpolar North Atlantic SST reconstruction based on the relative abundance of the polar foraminifer Neogloboquadrina pachyderma sinistral coiling from core MD99-2251 (Ellison et al., 2006); D) mean atmospheric CH$_4$ concentrations from the Greenland ice core GRIP (Blunier et al., 1995). The highlighted color bar and the diamond with error bars at the bottom of the figure represent the timing of the terminal Lake Agassiz outburst at 8.33 kyr with error ranges from 8.04–8.49 kyr (Lewis et al., 2012).
Figure 4.4. El Junco Lake biomarker records in comparison to tropical hydroclimate records. A) The sign of the inferred change in climatological rainfall due to processes unassociated with El Niño ($\Delta P_R$); B) dinosterol δD from this study; C) botryococcene
accumulation rate from this study (plotted on a log scale); D) botryococcene δD from this study; E) δ18O record from Dongge Cave, China (Wang et al., 2005a); F) δ18O record from Qunf Cave, Oman (Fleitmann et al., 2003); G) δ18O record from Venado Cave, Costa Rica (Lachniet et al., 2004); H) δ18O record from Lapa Grande, Brazil (Strikis et al., 2011); I) Cariaco Basin grey scale record (Hughen et al., 1996). The highlighted color bar and the diamond with error bars at the bottom of the figure represent the timing of the terminal Lake Agassiz outburst at 8.33 kyr with error ranges from 8.04 – 8.49 kyr (Lewis et al., 2012).
Figure 4.5. The SST component of the ENSO mode in observations and the LOAM simulations. A) The structure of the ENSO mode in a linear inverse model fit to observations (NOAA ERSST v3b); B) the LOAM control run; C) the LOAM boreal spring simulation; D) the LOAM boreal fall simulation.
Figure 4.6. Structure of SSTAs associated with ENSO in observations and the LOAM simulations. EOF 1 and 2 of SST anomalies from A) observations (NOAA ERSST v3b); B) the LOAM control run; C) the LOAM boreal spring run; D) the LOAM boreal fall run.
Figure 4.7. Hovmoller plots of climatological SST (top) and zonal wind speed (bottom) across the equatorial central and eastern Pacific (2°S-2°N) for the three LOAM simulations: A) control run; B) boreal spring run; C) boreal fall run.
Figure 4.8. Mean SST and surface wind vectors for the three LOAM simulations A) control run; B) boreal spring run; C) boreal fall run.
Figure 4.9. Climatological thermocline depth along the equator (as represented by the 20 °C isotherm averaged from 1°S to 1°N) from SODA data during boreal spring, boreal fall, and the annual average. This data was used to parameterize subsurface temperature for the three LOAM simulations (the boreal spring, boreal fall, and control run, respectively).
Figure 4.10. Time series of Niño 3 SSTAs in observations and the LOAM simulations. A) Observations (NOAA ERSST v3b); B) LOAM control run; C) LOAM boreal spring run, D) LOAM boreal fall run.
Figure 4.11. Power spectra of Niño 3 SSTAs in observations and the LOAM simulations. A) Observations (NOAA ERSST v3b); B) LOAM control run, C) LOAM boreal spring run; D) LOAM boreal fall run.
Chapter 5. MECHANISMS OF REDUCED ENSO VARIABILITY IN RESPONSE TO NORTH ATLANTIC FRESHWATER DISCHARGE IN CESM

5.1 INTRODUCTION

Paleoclimate evidence suggests that ca. 8300 ± 200 yr BP, a large freshwater anomaly in the North Atlantic produced a slowdown of the Atlantic Meridional Overturning Circulation (AMOC), widespread cooling across the North Atlantic, Europe, and Greenland, and a global southward shift in tropical precipitation. In addition, a new set of rainfall reconstructions from the Galápagos Islands was presented in Chapters 2-4 that provides evidence for large perturbations to the eastern equatorial Pacific hydroclimate during this period. During the period ca. 8500-8200 yr BP, these biomarker records provide evidence for increased total climatological rainfall coeval with decreased climatological rainfall associated with El Niño events, from which we infer that climatological rainfall associated with processes other than El Niño increased. In light of other tropical hydroclimate reconstructions from this time, we infer that the well-documented southward shift in tropical precipitation that occurred in continental regions was also manifested through an equatorward shift of the eastern Pacific ITCZ.

While climate theory supports the proxy evidence for a climatological southward shift of the ITCZ in association with a weakened AMOC, a theoretical basis to support a concomitant reduction in ENSO variability, also suggested by the El Junco Lake records, is less well developed. Although a substantial body of literature indicates that ENSO variability is modulated by changes in the mean state of the tropical Pacific (e.g. Battisti and Hirst, 1989; Clement et al., 1996; Fedorov and Philander, 2001; Roberts et al., 2014), little agreement exists as to the manner and mechanisms by which mean state changes affect ENSO (Guilyardi et al., 2012a; Timmermann et al., 2007). This is likely due in part, if not in full, to the large tropical mean state biases that exist in General Circulation Models (GCMs). While GCMs represent the most comprehensive tools available for describing the climate system, they exhibit a wide range of biases in their simulation of
tropical Pacific climatology as well as in their representation of ENSO variability (Bellenger et al., 2014; de Szoeke et al., 2010; Li et al., 2014; Lin et al., 2014). Such biases present a fundamental obstacle in the ability of these models to provide robust projections of past (and future) ENSO changes, as ENSO is known to be highly sensitive to the mean state of the tropical Pacific. For instance, simulations of future climate change with the latest generation of GCMs show no consistent response of ENSO to changes in the mean climate (Guilyardi et al., 2012a).

In order to further evaluate the response of the tropical Pacific to a freshwater perturbation in the North Atlantic and thereby provide a more robust interpretation of the El Junco Lake hydroclimate reconstructions, we performed simulations with a state-of-the-art GCM in tandem with an intermediate complexity model of the tropical Pacific, that explicitly evaluates the influence of tropical Pacific mean state changes on the coupled system. Such highly simplified intermediate models of the coupled tropical ocean-atmosphere system are useful in illuminating the fundamental dynamics of ENSO and evaluating how ENSO might respond to changes in the mean state of the tropical Pacific (see e.g. Battisti, 1988; Clement et al., 1996; Roberts, 2007; Zebiak and Cane, 1987). We use these tools to evaluate the response of the tropical Pacific to a large North Atlantic freshwater perturbation.

5.2 METHODS

5.2.1 CESM Configuration

We perform simulations with the CESM global atmosphere/ocean/land/ice model (CESM 1.0.5 B1850CN 0.9x1.25_gx1v6), which employs the CAM4 atmospheric model (resolution of 0.9° latitude and 1.25° longitude) and the POP2 ocean model (resolution is approximately uniform in longitude at 1.13° and varies in latitude from 0.27°-0.65°). The model configuration matches the 1,000-year CCSM4 preindustrial control run, which has been well studied and existing biases of the tropical Pacific climatology and variability are well known (Deser et al., 2012). While some ENSO characteristics in CESM compare well with observations, substantial ENSO biases in CESM exist, including overly strong variance and periodicity in CESM relative to observations. However, mean state biases
and ENSO biases are substantially smaller in CESM at 1° resolution (employed here) as compared to 2° resolution (Deser et al., 2012).

The hosing runs are branched from the 1,000-year pre-industrial control run of CCSM4. In these runs, a prescribed freshwater flux of 1.0 Sv was applied for a period of 100 years across the surface of the northern North Atlantic (50°-70°N). This freshwater flux was used in the PMIP2 hosing simulations (https://pmip2.lsce.ipsl.fr/). Although this method likely overestimates the total freshwater flux to the North Atlantic as compared to that during the 8.2 ka event (recent estimates suggest 5.2 Sv over approximately 1 year; Teller et al., 2002), our target is a large reduction in the AMOC over a long enough period of time to obtain robust ENSO statistics. The sensitivity of the ENSO response to the magnitude of hosing is currently being explored. All other boundary conditions are fixed at 1850 AD values. Four ensemble members of hosing runs were run for 100 years in order to evaluate the robustness of the ENSO response to changes in initial conditions and allow for a robust representation of the ensemble mean and spread.

5.2.2 Description of LOAM

LOAM is a linearized version of the nonlinear Battisti model (Roberts and Battisti, 2011; Thompson and Battisti, 2000). The coupled atmosphere-ocean system in LOAM is described by:

\[ \frac{dx}{dt} = M(t)x + F \tag{5.1} \]

where \( x \) is the state of the system (consisting of the oceanic variables \( T, h \) (upper layer depth), \( u_1, w_1 \)), \( M(t) \) is the monthly (and spatially) varying dynamical system matrix, and \( F \) is a stochastic forcing. The equations that define the dynamical system matrix are linearized around the seasonally-varying climatological mean state of the atmosphere and ocean. The coupled modes of the system are found by decomposing the annual propagator matrix (which is constructed from the dynamical system matrix) into its Floquet modes (eigenmodes of the cyclo-stationary annual propagator matrix). Each mode has an associated period and decay rate that is derived from the eigenvalues of the mode. Roberts and Battisti (2011) demonstrate that the slowest decaying mode
constructed from observed mean states displays similar temporal and spatial characteristics to the observed ENSO- this mode is referred to as the ENSO mode.

The tropical Pacific mean states from the CESM pre-industrial control and hosed simulations are prescribed in LOAM to evaluate the influence of the mean state changes on ENSO dynamics. Further, to determine which of the mean state changes are responsible for the changes in ENSO, sensitivity tests are performed in LOAM by prescribing isolated components of the mean state changes.

5.3 **RESULTS**

5.3.1 *Response of the AMOC and ITCZ to North Atlantic Hosing in CESM*

In response to the large prescribed freshwater perturbation in the North Atlantic, the AMOC weakens to ca. 15% of its original strength within 20-25 years after the hosing is initiated (Fig. 5.1). In response, the overturning cell in the Southern Ocean extends into the North Atlantic (Fig. 5.2). In response to these dramatic changes in ocean circulation, sea ice extent increases throughout the Arctic (Fig. 5.3A-C) and a hemispheric dipole in SST anomalies form such that the NH cools while the SH warms in step with the weakening of the AMOC (Fig. 5.3D-F). The resultant hemispherically asymmetric changes in surface energy fluxes (initiated by the weakening of the AMOC and intensified by Arctic sea ice growth) produces a southward shift of the ITCZ and a strengthening (weakening) of the NH (SH) Hadley cell. These changes in the Hadley circulation strengthen (weaken) the subtropical anticyclones in the NH (SH), most notably in the Atlantic and Indian Oceans (Fig. 5.3G-I). The increased strength of the subtropical anticyclone in the N. Atlantic drives increased easterly surface trade winds in the tropical Atlantic, which blow across Central America and result in increased easterlies north of the equator in the eastern and central tropical Pacific (Fig. 5.3G-I). The mean change in surface pressure and near surface winds averaged over the last 80 years of the four hosed ensemble members are shown in Fig. 5.4.
5.3.2  Response of the tropical Pacific to North Atlantic hosing in CESM

The pattern of SST cooling in the tropical Pacific closely corresponds with the pattern of increased surface wind speed (Fig. 5.5), which suggests that the cooling is driven by increased latent heat fluxes through increased wind speed. In addition the increased surface easterlies in the central and eastern Pacific drive increased zonal wind stress in the tropical Pacific, with maxima centered ca. 10°N and along the equator (Fig. 5.6A). This pattern of zonal wind stress anomaly produces mean wind stress curl changes in the tropical Pacific that are characterized by a north-south dipole of decreased (increased) wind stress curl to the north (south) of the maximum in zonal wind stress at both 10°N and on the equator (Fig. 5.6B). Based on conservation of potential vorticity, theory suggests that the warm water volume above the thermocline of an equatorial box centered on the equator and that spans the tropical Pacific is expected to change when there is a change in the difference in the longitudinal integral of the wind stress curl along the northern and southern boundaries (Clarke et al., 2007): the volume will increases when the change in the difference between the longitudinally integrated wind stress curl along the longitudinal boundaries decreases (i.e., when the south minus north difference in the wind stress curl is positive). The change in the warm water volume in the box is accomplished by divergent meridional flow at the boundaries and vortex stretching (Clarke et al., 2007). Indeed, the pattern of negative (positive) wind stress curl anomaly north (south) of the equator and 10°N produces an increase in the volume of warm water in the equatorial Pacific (ca. 5°S to 5°N) and in the subtropical Pacific (ca. 10°N to 15°N), causing the thermocline to deepen and the subsurface temperature to warm along the equator and subtropical North Pacific (Fig. 5.7A,B). Further, a longitudinal cross section of tropical Pacific temperature along the equator demonstrates that the subsurface warming peaks along the thermocline in the western and central equatorial Pacific, causing the thermocline to deepen and become more diffuse in all but the far eastern equatorial Pacific (Fig. 5.7B). In response to the increase in equatorial zonal wind stress, the E-W slope of the equatorial thermocline steepens, which, combined with the wind stress curl-driven subsurface temperature changes, results in a deepening of the thermocline in the western and central equatorial Pacific and a shoaling of the thermocline in the far eastern equatorial Pacific.
In addition to changes in the annually-averaged mean state of the tropical Pacific, changes in the annual cycle are also very large. Seasonality in the eastern equatorial Pacific decreases dramatically under hosing due to the anomalous easterly trades and resultant SST cooling that peaks in boreal spring, when the climatology of the eastern equatorial Pacific is governed by weak trades and warm SSTs (Fig. 5.8). Importantly, the annual cycle of SST in the eastern equatorial Pacific is reversed in hosing runs as compared to the control run, with SSTs in the hosing runs reaching a minimum (versus maximum) in boreal spring. These changes in the seasonal cycle of tropical Pacific SST and winds are reflected in the tropical Pacific precipitation patterns (Fig. 5.9). Under hosing, the northern branch of the ITCZ shifts slightly south in boreal fall and weakens in the eastern equatorial Pacific due to the anomalous winds and cold SSTs. During boreal spring, the southern branch of the ITCZ (which is already well into the SH in the control run) recedes farther south due to the anomalous winds that spread across the eastern and central Pacific.

5.3.3 Response of ENSO to the Tropical Pacific Mean State Changes

The large tropical Pacific mean state changes that occur under North Atlantic hosing (i.e. cooling of ca. 1°C across the tropical Pacific, warming of up to 2°C in the subsurface equatorial Pacific and a 20-70% increase in near surface easterlies along the equator and tropical north Pacific in the annual mean) have a dramatic effect on ENSO variability in CESM. As demonstrated in Fig. 5.10, the variance of Niño 3 SSTAs decreased by more than 20% in the hosed simulations. In addition to the decreased variance of SSTAs, the structure of the SST variability is also changed under hosing. EOF1 of tropical Pacific SSTAs demonstrates that the variability is centered farther east under hosing (Fig. 5.11A,B), perhaps due to an increase in the frequency or amplitude of eastern Pacific El Niño events. Finally, under the weakened seasonal cycle in the tropical Pacific, the seasonality of ENSO is reduced in the hosed simulations (Fig. 5.12B,C).

By prescribing the tropical Pacific mean states from the preindustrial control run and hosed runs of CESM into LOAM, the influence of these mean state changes on the coupled ocean-atmosphere system can be explicitly evaluated. In agreement with the relative changes in ENSO variance seen in CESM, LOAM simulates decreased ENSO
variability when run with mean states from the hosing runs, as compared to LOAM simulations with mean fields from the preindustrial control run of CESM, (Table 5.1). Changes in the structure of the SST variability in LOAM also show broad agreement with CESM, with the center of action shifting farther into the eastern equatorial Pacific under hosing (Fig. 5.11C,D). Evaluation of the eigenmodes of the coupled system in LOAM demonstrate that the decreased ENSO variability under hosing is due to a decrease in the growth rate of the ENSO mode (Table 5.1). The period of this mode also decreases slightly, which leads to a modest shift of the periodicity of ENSO to shorter periods.

In order to determine which components of the tropical Pacific mean state changes are responsible for the decreased growth rate of the ENSO mode under hosing, we performed sensitivity tests in LOAM in which individual components of the mean fields from the CESM hosing runs were prescribed in the LOAM simulation with mean fields from the CESM preindustrial control run. Table 5.1 shows the results of these experiments. To first order, the reduced growth rate of the ENSO mode is due to the deepening and decreased intensity \( (d\bar{T}/dz) \) of the thermocline in the equatorial Pacific. An additional reduction to the growth rate is caused by the tropical Pacific SST changes. Physically, the influence of these mean state changes can be understood in the following way: (1) the equatorial subsurface warming decreases the efficiency with which wind stress anomalies produce SSTAs (as a given thermocline depth anomaly on top of a deeper and more diffuse thermocline yields a weaker change in SST); (2) colder tropical Pacific SSTs decrease in the responsiveness of the atmosphere to a given SSTA (Roberts et al., 2014).

5.3.4 Application to the 8.2 kyr event

The CESM hosing simulations demonstrate weakened ENSO variability under hosing, in agreement with the paleohydroclimate records from the Galápagos Islands. In CESM, the large freshwater perturbation in the North Atlantic dramatically weakens the AMOC, which produces a strong north-south SSTA dipole and expanded Arctic sea ice. The large climate changes that occur in the tropical Pacific are communicated from the Atlantic Ocean primarily via the increased easterlies that blow across Central America. From the LOAM simulations we infer that the increased easterlies in the tropical Pacific under
hosing produce an associated increase in zonal wind stress and wind stress curl along the equator, which are central to the decreased SSTs and the deeper/weaker thermocline that decrease the instability of the coupled system.

While these simulations outline a clear set of mechanisms by which a large freshwater flux in the North Atlantic could give rise to reduced ENSO variability, we caution that the simulated response of ENSO to hosing is likely sensitive to tropical Pacific mean state biases in the model. A clear example of the sensitivity of a forced ENSO response to mean state biases can be found in the disagreement among GCMs on the ENSO response to greenhouse gas forcing. Such disagreement among models can also be found in hosing simulations- while ENSO variability decreases under hosing in CESM, other studies using different GCMs have reported increased ENSO variability under hosing (Dong and Sutton, 2007; Timmermann et al., 2007). While CESM with CAM4 is recognized as a top-performing GCM with regard to its simulation of tropical climate variability’, biases in ENSO characteristics are still present’, including simulated ENSO variance that is 30% too large, SST variability that extends too far west, and SST anomalies that are too periodic (Deser et al., 2012). In addition, the phase locking of ENSO to the annual cycle is too weak (Fig. 5.12A,B). Such ENSO biases are common in GCMs and are likely tied to tropical Pacific mean state biases (Ham et al., 2013). Tropical Pacific mean state biases in CESM include a cold SST bias in the NE tropical Pacific that extends along the equator, warm SST biases along the coast of South America and the northern subtropical Pacific, and equatorial easterlies that are too strong across the central Pacific and particularly in the far eastern equatorial Pacific (Fig. 5.13). The surface wind and SST bias in the far eastern equatorial Pacific are related to poorly resolved topography across Central America. This structure of this topography may be of critical importance to determining the tropical Pacific mean state changes and response of ENSO to North Atlantic hosing. Importantly, the LOAM simulations highlighted in Chapter 3 clearly demonstrate the sensitivity of ENSO to changes in the tropical Pacific mean state, suggesting that even small mean state biases in GCMs are likely to result in large biases in ENSO variability. In order to evaluate the sensitivity of the ENSO response to these tropical Pacific mean state and topography biases, further CESM
simulations are currently underway in which surface heat flux corrections and topography modifications in Central America are implemented.

5.4 SUMMARY

Simulations with CESM and a linearized intermediate complexity model of the tropical Pacific demonstrate a mechanistic link between a large freshwater perturbation in the North Atlantic and a southward shift of the ITCZ and reduced ENSO variability, in agreement with a new set of paleoclimate reconstructions from the eastern equatorial Pacific. These simulations indicate that subsurface warming in the tropical Pacific (produced by increased equatorial wind stress through changes in the wind stress curl) decrease the efficiency with which wind stress anomalies produce SSTAs. The coupled ocean-atmosphere system is further stabilized in the models by wind-driven surface cooling throughout the tropical Pacific through a decrease in the responsiveness of the atmosphere to SSTAs.

The increased easterly winds and wind stress in the tropical Pacific are thus central to the reduced ENSO variability in CESM. These strengthened easterlies are brought about under hosing in the following way: hemispherically asymmetric changes in surface energy fluxes (initiated by the weakening of the AMOC intensified by the positive feedback from Arctic sea ice growth) produce a southward shift of the ITCZ and a strengthening (weakening) of the NH (SH) Hadley cell. These changes in the Hadley circulation strengthen (weaken) the subtropical anticyclones in the North Atlantic (South Atlantic), which drive increased easterly trade winds in the tropical Atlantic that are communicated through the eastern and central tropical Pacific via the Panama gap.

While a southward shift of the ITCZ in response to North Atlantic hosing is well supported by theory and is a robust feature of climate model simulations, the response of ENSO to hosing is less established and appears to vary across models. Disagreement across models is likely in part due to large tropical mean state biases in GCMs. Further simulations with CESM in which flux corrections and topography modifications are imposed are currently underway to evaluate the sensitivity of the ENSO response to such mean state biases.
Table 5.1. Period and growth rate of the ENSO mode and variance of Niño 3 SSTAs in LOAM with prescribed mean states from the CESM preindustrial control run (pi) and a CESM hosed run (hosed). CCSM4 pi + X indicates LOAM run with all mean states from the preindustrial control run except X, which is taken from the hosed run. Uvel, vvel and wvel represent the mean ocean currents, U-wind and V-wind represent the zonal and meridional wind fields, Tz2, hdata, cs and p are the four components of “subsf temp”: Tz2 indicates the parameterization of the mean vertical temperature gradient at the base of the thermocline and hdata, cs and p are subsurface parameterizations representing the mean interface depth in the ocean model. In bold are the variances.

<table>
<thead>
<tr>
<th>Model</th>
<th>Mode Period (yr)</th>
<th>Mode Growth (yr⁻¹)</th>
<th>Variance (°C²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CESM pi</td>
<td></td>
<td></td>
<td>1.11</td>
</tr>
<tr>
<td>CESM hosed</td>
<td></td>
<td></td>
<td>0.86</td>
</tr>
<tr>
<td>LOAM pi</td>
<td>3.19</td>
<td>0.63</td>
<td>1.11</td>
</tr>
<tr>
<td>LOAM hosed</td>
<td>3.07</td>
<td>0.43</td>
<td>0.57</td>
</tr>
<tr>
<td>CESM pi + SST</td>
<td>3.05</td>
<td>0.56</td>
<td>0.77</td>
</tr>
<tr>
<td>CESM pi + u-vel</td>
<td>3.25</td>
<td>0.58</td>
<td>0.96</td>
</tr>
<tr>
<td>CESM pi + v-vel</td>
<td>3.20</td>
<td>0.67</td>
<td>1.55</td>
</tr>
<tr>
<td>CESM pi + w-vel</td>
<td>3.68</td>
<td>0.60</td>
<td>1.19</td>
</tr>
<tr>
<td>CESM pi + U-wind</td>
<td>3.29</td>
<td>0.85</td>
<td>3.98</td>
</tr>
<tr>
<td>CESM pi + V-wind</td>
<td>3.16</td>
<td>0.58</td>
<td>0.83</td>
</tr>
<tr>
<td>CESM pi + subsfc temp</td>
<td></td>
<td>3.04</td>
<td>0.38</td>
</tr>
<tr>
<td>CESM pi + Tz2</td>
<td>3.26</td>
<td>0.55</td>
<td>0.80</td>
</tr>
<tr>
<td>CESM pi + hdata+cs+p</td>
<td></td>
<td>2.96</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.54</td>
</tr>
</tbody>
</table>
Figure 5.1. Time series of the annually averaged maximum meridional streamfunction in the Atlantic between 28°N to 90°N below 500m from 100 years of the CESM preindustrial control simulation (black) and the hosed simulations (colors).
Figure 5.2. Mean meridional streamfunction in the Atlantic in the CESM control and hosed simulations: A) averaged over 320 years of the control simulation; B) averaged over the last 80 years of the four hosed ensemble members.
Figure 5.3. Time evolution of the change in: A-C) sea ice concentration; D-F) SST (colors) and wind stress vectors; G-I) surface pressure (colors) and surface wind velocity vectors in the CESM hosed runs with respect to 320 years of the control run. Time snapshots are averages over: Year 0-1 (top), Year 10-11 (middle) and Year 50-51 (bottom).
Figure 5.4. Change in surface pressure (colors) and near surface wind velocity (vectors) in the CESM hosed runs. Changes were calculated by subtracting the average over last 80 years of the four hosed ensemble members from the average of 320 years of the preindustrial control run.
Figure 5.5. Change in tropical Pacific SST and surface wind in the CESM hosed runs. A) SST (colors) and wind velocity (vectors); B) SST (colors) and wind speed (contours). Changes were calculated by subtracting the average over last 80 years of the four hosed ensemble members from the average of 320 years of the preindustrial control run.
Figure 5.6. Change in tropical Pacific zonal wind stress and wind stress curl in the CESM hosed runs. A) Change in zonal wind stress; B) change in wind stress curl (colors) with the mean wind stress curl from the control run overlaid (unfilled contours). Changes were calculated by subtracting the average over last 80 years of the four hosed ensemble members from the average of 320 years of the preindustrial control run.
Figure 5.7. Change in tropical Pacific subsurface temperature in the CESM hosed runs. A) Change in mean subsurface temperature (colors; in °C) averaged across the CP (160E:160W), unfilled contours depict the mean zonal current from the control run; B) change in mean subsurface temperature (colors; in °C) averaged across the equatorial region (5S:5N); unfilled contours depict the mean subsurface temperature from the control run and the bold line represents the 20C isotherm. Changes were calculated by subtracting the average over last 80 years of the four hosed ensemble members from the average of 320 years of the preindustrial control run.
Figure 5.8. Annual cycle of climatological SST and surface winds across the equatorial Pacific (averaged over 5°S to 5°N) in A) observations, B) the CESM preindustrial control run, and C) the CESM hosed runs. Observed SST data is from NOAA ERSST v3b (1971-2010) and observed surface winds are from ERA40 Reanalysis data.
Figure 5.9. Tropical Pacific precipitation (colors) and zonal wind (unfilled contours; m/s) in observations (top), the CESM preindustrial control run (middle) and the hosed runs (bottom) averaged over: A) the annual cycle; B) boreal fall (Aug-Oct); and C) boreal spring (Feb-Apr).
Figure 5.10. Time series of 3-month running mean Niño 3 SSTAs in: A) 320 years of the CESM preindustrial control run; B) the last 80 years of the four CESM hosed ensemble members.
Figure 5.11. EOF1 of tropical Pacific SSTAs in the CESM simulations and LOAM. A) 320 years of the preindustrial control run of CESM; B) the last 80 years of the four hosed ensemble members in CESM; C) LOAM run with mean states from 100 years of the CESM preindustrial control run; D) LOAM run with mean states from 100 years of the CESM hosed runs.
Figure 5.12. Standard deviation of (detrended) Niño 3 SSTAs as a function of month in: A) observations (ERSST v3b, 1971-2010); B) 320 years of the CESM preindustrial control run; C) the last 80 years of the four CESM hosed ensemble members.
Figure 5.13. Tropical Pacific SST and near surface wind biases in the CESM preindustrial control run. A) Mean annual SST and surface winds in observations; B) SST and surface wind difference in 100 years of the CESM preindustrial control run relative to observations. Observed SST data is from NOAA ERSST v3b (1971-2010) and observed surface winds are from ERA40 Reanalysis data.
Chapter 6. CHARACTERIZING UNFORCED MULTI-DECADAL ENSO VARIABILITY: A CASE STUDY WITH GFDL CM2.1

6.1 INTRODUCTION

Tropical Pacific climate variability on timescales of decades and longer is poorly constrained due to the short observational record but is critical to our understanding of past and future climate change. ENSO variability is thought to have exhibited large changes over the Holocene (Cobb et al., 2013; Koutavas et al., 2006; Tudhope et al., 2001), however, to what degree these variations are forced versus inherent to a noisy coupled ocean-atmosphere system are unknown. This uncertainty arises in part due to the poor constraints on internal ENSO variability on multi-decadal and longer timescales.

Given the short observational record of tropical Pacific climate variability, long, unforced simulations of the climate system with fully coupled General Circulation Models (GCMs) are necessary to constrain ENSO variability on decadal and longer timescales (Russon et al., 2014; Wittenberg, 2009). However, the large ENSO biases prevalent in GCMs undermine the utility of applying empirical constraints of tropical climate variability obtained from GCM simulations to nature. GCMs used in the Fourth and Fifth Assessment Reports of the Intergovernmental Panel on Climate Change exhibit a wide range of biases in their representation of ENSO variability (Guilyardi et al., 2012a; Guilyardi et al., 2012b; Guilyardi et al., 2009), which has resulted little agreement on how ENSO is likely to change in the future (Collins et al., 2010; DiNezio et al., 2012; Vecchi and Wittenberg, 2010; Watanabe et al., 2012). The sources of these ENSO biases are largely unknown, but may likely reflect the sensitivity of ENSO variability to mean state biases in the models.

A 2,000 year-long pre-industrial control run of GFDL CM2.1 (Delworth et al., 2006) was previously shown to exhibit large, unforced, largely unpredictable, multi-decadal changes in ENSO variability (Wittenberg, 2009; Wittenberg et al., 2014), which affect the background climatological state of the tropical Pacific (Ogata et al., 2013). In this
study, we use a linearized intermediate model of the tropical Pacific to investigate the impact of these low frequency, internally-generated mean state changes in the tropical Pacific on the ENSO variability in this model. In addition, we compare the spectrum of ENSO variance in the CM2.1 control run to that from the stochastically forced linear model with prescribed observed mean states to evaluate the influence of nonlinear dynamics and total variance on the distribution of multi-decadal ENSO variability.

### 6.2 Methods

In the present study, we run the Linearized Ocean Atmosphere Model (LOAM; Thompson and Battisti, 2000) described in Chapters 4 and 5 with mean fields prescribed from each of three 40-year epochs characterized by extreme ENSO variability in the CM2.1 pre-industrial control simulation and investigate the influence of the changes in tropical Pacific mean state on the coupled system. Stochastic forcing in LOAM is applied as white noise to the SST field. The amplitude of the noise is chosen so that the variance of Niño 3 SST anomalies in LOAM with mean fields from Epoch M is equal to the variance of Niño 3 SST anomalies in Epoch M of the CM2.1. This same amplitude of noise forcing is used in all LOAM runs presented in this study.

LOAM was also run with mean states prescribed from observed mean fields. Ocean temperature, currents, upwelling and wind stress fields are taken from the UMD Simple Ocean Data Assimilation reanalysis (SODA; Carton et al., 2000b) for the period 1958–2001, and wind fields are taken from the European Centre for Medium-Range Weather Forecast ERA-40 reanalysis (http://apps.ecmwf.int/datasets/) for the same period.

### 6.3 Results and Discussion

#### 6.3.1 Characteristics of Tropical Pacific Variability in Extreme ENSO Epochs in CM2.1

The GFDL CM2.1 global atmosphere/ocean/land/ice model has been widely recognized as a top-performing GCM with regard to its simulation of tropical climate variability and was featured prominently in the third Coupled Model Intercomparison Project and the Intergovernmental Panel on Climate Change Fourth Assessment Report (Reichler and
Kim, 2008; van Oldenborgh et al., 2005; Wittenberg et al., 2006). The 2,000 year-long pre-industrial control run of GFDL CM2.1 exhibits large changes in ENSO variability on multi-decadal time scales, which have been the focus of a number of recent studies (Karamperidou et al., 2014; Wittenberg, 2009; Wittenberg et al., 2014). In the control run of this model, the variance of Niño 3 SSTAs in running mean 40-year periods varies by a factor of more than four (from 0.7 – 3.0 °C$^2$; Fig. 6.1). In this paper we focus on three 40-year periods in the CM2.1 control run that were highlighted in Wittenberg (2009), Karamperidou et al. (2014), and Wittenberg et al. (2014), to represent the diversity of the model’s ENSO variability. The time series of Niño 3 SSTAs for each period are shown in Fig. 6.1B-D. Years 1151–1191 (Epoch L) represent a period of extreme low variability (variance of Niño 3 SSTAs = 0.7 °C$^2$). Years 531–571 (Epoch M) are characterized by variability that is similar to the mean of the 2,000 year run (variance of Niño 3 SSTAs = 1.8 °C$^2$), with fairly normally-distributed Niño 3 SSTAs that have a regular periodicity. Years 1711–1751 (Epoch H) are characterized by frequent intense warm events (variance of Niño 3 SSTAs = 3.0 °C$^2$) that last longer and have less regular periodicity than those in Epoch M.

The leading patterns of tropical Pacific SSTAs in each epoch are shown in Fig. 6.2. EOFs 1-3 display roughly similar characteristics in all epochs. Notable differences include a lower fraction of the total variance explained by the first two EOFs in Epoch L relative to the other epochs and variance that is more centered in the eastern equatorial Pacific variability in Epoch H compared to the other epochs.

6.3.2 **ENSO in LOAM versus GFDL CM2.1**

ENSO is known to be highly sensitive to mean state changes in the tropical Pacific (Battisti and Hirst, 1989; Dewitte, 2000; Roberts et al., 2014; Zebiak and Cane, 1987). Because the observed ENSO is well represented by linear dynamics (Penland and Sardeshmukh, 1995; Roberts and Battisti, 2011), we use a linearized anomaly model of the tropical Pacific to evaluate the influence of the tropical Pacific mean state changes highlighted by the extreme ENSO epochs of CM2.1 on ENSO variability. When LOAM is run with mean fields prescribed from the climatology in CM2.1 averaged over all three epochs (120 years of data) and stochastically forced, the spatial pattern of tropical Pacific
SSTA variability is broadly similar between CM2.1 and the CM2.1-tuned LOAM (Fig. 6.3B,C). Notable dissimilarities include that the region of maximum variance doesn’t extend as far west in LOAM, is broader meridionally and is weaker in the far eastern equatorial Pacific as compared to CM2.1. In addition, Niño 3 SSTAs in CM2.1 display large asymmetry in the amplitude of warm versus cold events (Fig. 6.4B; Fig. 6.5B), indicating the presence of strong nonlinearities in the coupled ocean-atmosphere system of CM2.1 (Choi, 2013). In contrast, Niño 3 SSTAs in LOAM are by construction linear, which more closely represent the near-normal distribution of observed Niño 3 SSTAs (Fig. 6.5A,C). The periodicity of ENSO also displays notable dissimilarities between CM2.1 and LOAM (Fig. 6.6) - whereas the power spectrum of Niño 3 SSTAs in CM2.1 has a peak at ca. 5 years, the power spectrum in LOAM is more sharply peaked around 3 years. Finally, the phase locking of ENSO to the annual cycle is highly dissimilar between CM2.1 and LOAM (Fig. 6.7). In the real world, ENSO is strongly phase locked to the calendar year, with ENSO events tending to peak in boreal winter (Fig. 6.7A). In contrast, ENSO in CM2.1 displays weak seasonality with the variance of Niño 3 SSTAs peaking in boreal summer (Fig. 6.7B). Given CM2.1 mean states, ENSO in LOAM displays strong seasonality with minimum variance in boreal spring/summer and maximum variance in boreal fall (Fig. 6.7C). The discrepancy in the seasonality in ENSO in CM2.1 and that in LOAM with CM2.1 mean fields may be due to the dependence of surface heat flux on wind speed which is likely to be acting in the western Pacific in CM2.1 but which is absent in LOAM (which could also account for the differences in EOF1 shown in Figs. 3B,C).

6.3.3 Influence of Mean State Changes on ENSO in LOAM

In order to evaluate the role of the tropical Pacific mean state changes on ENSO variability in the three CM2.1 epochs, we prescribe the annual cycle of tropical Pacific climatology averaged over each of the three epochs in LOAM. The differences in annually-averaged tropical Pacific climatology among these epochs are shown in Figs. 8-10. Progressing from Epoch L to Epoch H, the mean states are characterized by weakening of the surface easterly trade winds in the western and central equatorial
Pacific, warming of the ocean surface and subsurface in the eastern equatorial Pacific and cooling in the western equatorial Pacific (Fig. 6.9; Fig. 6.10).

When the mean states of the CM2.1 epochs are prescribed in LOAM, the relative changes in the variance of Niño 3 SSTAs in the linear model are in fact opposite to that observed in the CM2.1 simulation: the variance is lowest in Epoch H and highest in Epoch L (Table 6.1). In Epoch H, the decreased ENSO variance relative to Epoch M is due to a decrease in the growth rate of the ENSO mode. In Epoch L, the slightly increased variance relative to Epoch M is tied to increased growth rate of the lower order coupled modes. Collectively, our results suggest that tropical Pacific mean state changes are not the primary cause of the extreme ENSO epochs in CM2.1—and instead may be generated by the extreme ENSO behavior during each of these epochs (that is, they are the residual impacts of the ENSO cycles during each epoch), as suggested by Ogata et al. (2013).

Although the LOAM simulations suggest that tropical Pacific mean state changes are not directly responsible for the multi-decadal ENSO variability in CM2.1, that is not to say that the mean state changes do not have an influence on the ENSO variability. Indeed, the simulations with LOAM suggest that the low frequency tropical Pacific mean state changes provide a negative feedback on the stochastically-driven fluctuations in ENSO variability. These results suggest that a two-way feedback mechanism exists between low frequency ENSO variability and tropical Pacific mean state changes in CM2.1: (1) stochastic forcing produces low frequency fluctuations in ENSO variability which give rise to tropical Pacific mean state changes due to the strong non-linear characteristics of the coupled system; (2) these stochastically-driven mean state changes then give rise to negative feedbacks that damp the original ENSO variations. For example, as shown in Ogata et al. (2013), periods of high ENSO variability in CM2.1 produce a decreased zonal SST gradient (Fig. 6.9c), decreased zonal wind stress in the central to western equatorial Pacific (Fig 8c) and thus weaker E-W tilt of the thermocline (Fig 10b). According to the stability analysis in LOAM, these mean state changes act to stabilize the coupled system and thereby weaken the ENSO variability (Table 6.1). Further experiments with LOAM (not shown) in which individual components of the mean state in Epoch H were individually substituted into the Epoch M simulation
indicate that the weaker zonal winds and the thermocline depth changes are the primary mechanisms responsible for the increase in stability of the coupled system.

6.3.4 Random Noise and Nonlinear Dynamics as Drivers of Multi-Decadal ENSO Variability in CM2.1

Because the long CM2.1 simulation is unforced, there are essentially only two mechanisms that could be responsible for the large multi-decadal ENSO variability: (1) low frequency changes in the tropical Pacific mean state or (2) stochastic (weather) processes that influence ENSO variability without affecting the tropical Pacific mean state (and therefore the underlying dynamics of ENSO). Our analyses suggest that mean state changes in the tropical Pacific cannot explain the periods of extreme ENSO variability in CM2.1. These results strongly suggest that the large multi-decadal variability in CM2.1 is instead driven by atmospheric noise. Possible mechanisms of the large multi-decadal variability include stochastic forcing acting on the highly nonlinear dynamics present in CM2.1 or low frequency changes in the structure and/or amplitude of noise forcing (either internal or external to the tropical Pacific) acting over any single epoch. While an attempt was made to characterize the noise forcing in the three CM2.1 epochs using a Linear Inverse Model, it was concluded that 40 years of data was not long enough to robustly constrain the dynamics of the coupled system. Thus, the possible role of changes in atmospheric noise forcing has yet to be evaluated.

In support of the conclusion that random noise is responsible for the multi-decadal variability in CM2.1, however, recent work by Wittenberg et al. (2014) demonstrated that by rerunning CM2.1 during the extreme ENSO epochs after applying a small remote SST perturbation to a single grid cell, the extreme variance epochs in in CM2.1 were unpredictable. The impact of nonlinear dynamics on multi-decadal variability in CM2.1 is found by comparing the probability distribution of variance of Niño 3 SSTAs in 40-year intervals from the 2,000-year CM2.1 versus the 2,000-year LOAM simulation run with CM2.1 mean states (Fig.11). The distribution of variance is notably broader in CM2.1 than that in LOAM with CM2.1 mean states (including values that are outside of the range of values found in the linear system), suggesting that the nonlinear dynamics supports a greater frequency and amplitude of high variance periods than that supported
by the linear system. Comparing the empirical PDFs to $\chi^2$ distributions further elucidate the influence of nonlinear dynamics on the distribution of variance. Given a stationary, linear process with well-defined long term variance, the PDF of multi-decadal variance should be well-represented by a $\chi^2$ distribution (Russon et al., 2014). Indeed, the $\chi^2$ distribution is a good fit to the PDF of 40-yr variance of Niño 3 SSTAs in LOAM (Fig. 6.11). That the PDF from CM2.1 deviates substantially from a $\chi^2$ distribution is further evidence that the strong nonlinearities present in CM2.1 serve to broaden the distribution of variance by increasing the amplitude and frequency of high variance epochs.

Our analysis strongly suggests that the periods of large multi-decadal variability in CM2.1 are due to stochastic driving of ENSO that is, in turn, amplified by nonlinear dynamics. It is thus informative to evaluate the sources of nonlinearity in CM2.1. Multiple sources of nonlinearity are present in the coupled ocean-atmosphere system in CM2.1 including a nonlinear relationship between zonal wind speed anomalies and SSTAs in the central Pacific (Fig. 6.12A; Choi et al., 2013) which is the key area for coupling between the atmosphere and ocean that gives rise to the Bjerknes feedback, and a nonlinear relationship between zonal wind stress and wind speed anomalies (Fig. 6.13). These nonlinearities combine to give a relationship between SSTAs and zonal wind stress anomalies (i.e. the relationship that drives the dynamics of the coupled system) that is also highly nonlinear (Fig. 6.14). The nonlinear relationship between SSTAs and surface wind anomalies is primarily due to the nonlinear relationship between SSTAs and zonal wind stress anomalies, which is only partially buffered by the quadratic relationship between wind speed anomalies and zonal wind stress (Fig. 6.12 - Fig. 6.14).

A nonlinear response of the atmosphere to SST anomalies in CM2.1 could be caused by several processes including:

(i) the nonlinear Clausius Clapeyron equation (as saturation vapor pressure is a nonlinear function of temperature, larger positive surface air temperature anomalies forced by positive SSTAs in the central and eastern equatorial Pacific lead to a nonlinear increase in saturation vapor pressure, which produces greater moisture convergence, latent heating and convection, giving rise to a nonlinear increase in westerly wind anomalies);
(ii) changes in the character of the boundary layer (from shallow stratified to deep convective) in association with warm SSTAs; and

(iii) a nonlinear moisture convergence feedback (the efficiency with which anomalous latent heating produces anomalous moisture convergence and convection is strongly a function of the background low-level moisture convergence; Battisti, 1988).

For example, during El Niño events, the warm pool convection region shifts eastward and equatorward, producing a large precipitation response when the edge of the warm pool shifts into the typically dry central equatorial Pacific. However, during La Niña events, the westward shift of the warm pool region produces only a weak precipitation anomaly in the already dry central equatorial Pacific.

Regardless of the source of the strong nonlinear coupling of the atmosphere and ocean in the central Pacific of CM2.1 (that is the coupling between SST anomalies that affect the atmosphere and wind speed anomalies – and therefore wind stress anomalies – that affect the ocean), it is a strong nonlinearity and is causal in producing the non-linear ENSO events in the CM2.1 that are not apparent in nature (cf. the panels in Fig. 6.14), as discussed below.

Separating epochs of high and low ENSO variance in CM2.1 and evaluating the characteristics of the coupled system in each subset of data offers further insight into the role of nonlinearities in producing multi-decadal epochs in which the ENSO variance is vastly different. This separation demonstrates that high variance epochs are populated by extreme ENSO events (cf panels b and c of Fig. 6.12 and Fig 14) and that the skewness in SSTAs and wind stress anomalies (and hence the mean state changes associated with ENSO cycles) is greatest in these high variance and high amplitude ENSO periods (cf panels b and c of Fig. 6.15 and 16). In contrast, the low variance epochs are characterized by SSTAs and wind stress anomalies that are far more normally distributed (Fig. 6.15C; Fig. 6.16C) and are characterized by a nearly linear relationship between SSTAs and wind stress anomalies (Fig. 6.14C). From this we conclude that the physics of the coupled ocean-atmosphere system in CM2.1 are fairly linear for small tropical Pacific climate anomalies (i.e. for amplitudes similar to that observed in nature) and that the strongly nonlinear behavior observed in CM2.1 is generated through noise forcing and
state dependent feedbacks that arise under large perturbations in the coupled system. Combined with the determination that the multi-decadal epochs of high ENSO variance in CM2.1 are populated by extreme warm ENSO events but typical cold events, we conclude that the broad distribution of multi-decadal ENSO variability in CM2.1 (Fig. 6.11) is due to these stochastically-driven extreme warm events in the ENSO cycle.

We now seek to address how the nonlinearities present in CM2.1 compare to observations and consider the implications for constraining unforced ENSO variability in nature.

6.3.5 **ENSO in GFDL CM2.1 Versus Observations**

We now explore whether the coupled ocean-atmosphere dynamics present in CM2.1 are representative of the real world is apropos to the interpretation of changes in past, current, and future ENSO variability. Differences in ENSO characteristics between observations and CM2.1 are notable (as in most CGCMs), and include overly large ENSO variance in CM2.1 (Fig. 6.4A,B; Fig. 6.6) and a biased pattern of SST variability, including variability that extends too far west, is too equatorially-confined, and is underestimated in the far equatorial eastern Pacific (Fig. 6.3A,B). Another notable difference between ENSO in observations and CM2.1 can be found in the seasonal cycle of SSTAs, i.e. the phase locking of ENSO to the annual cycle (Fig. 6.7). In observations, ENSO has a robust seasonal cycle, with ENSO events typically peaking at the end of the calendar year (Fig. 6.7A). In contrast, ENSO has little seasonality in CM2.1 and events tend to peak in boreal summer (Fig. 6.7B).

Such ENSO biases are common in GCMs and are likely tied to tropical Pacific mean state biases (Ham et al., 2013). Mean state biases in CM2.1 have been previously documented in Wittenberg et al. (2006) and include a cold SST bias along the equator, a warm bias along the coast of South America, and equatorial easterlies that are too broad zonally and extend too far into the western Pacific. Importantly, the LOAM simulations highlighted in this study clearly demonstrate the sensitivity of ENSO to changes in the tropical Pacific mean state, suggesting that even small mean state biases in GCMs can result in large biases in ENSO variability.
In addition to, or perhaps as a consequence of, these biases in the mean state and variability of the tropical Pacific, the coupled ocean-atmosphere system is substantially more non-linear in CM2.1 than in observations (Fig. 6.12-16). The relationship between Niño 3 SSTAs and CP zonal wind (and wind stress) anomalies – indicative of the Bjerknes feedback that is central to the physics of the ENSO mode (Battisti and Hirst, 1989) – is approximately linear in the observations, while a highly nonlinear relationship is found in CM2.1 (Fig. 6.12; Fig. 6.14). This overly nonlinear behavior in CM2.1 appears to be due to the nonlinear relationship between SSTAs and wind speed anomalies, as the relationship between wind speed and wind stress anomalies is similar between observations and CM2.1 (Fig. 6.13).

Further investigations with the linearized intermediate model, LOAM, demonstrate that the distribution of multi-decadal ENSO variance is highly sensitive to the presence of these ENSO biases. In particular, the width of the distribution of 40-yr variance of Niño 3 SSTAs is highly sensitive to the total variance (Fig. 6.11). Comparing the PDF of variance from the LOAM simulation with observed mean states and total variance tuned to observations versus the LOAM simulations with mean states and total variance from CM2.1 demonstrates the influence of total variance on the spread of the distribution. The range in variance of Niño 3 SSTAs across different 40-yr periods in the linear system with total variance equal to that of CM2.1 is nearly twice that expected from a linear system with realistic variance. The influence of nonlinear dynamics serves to further broaden the distribution of variance (as seen by comparing the PDF from the LOAM simulation with CM2.1 mean states to the PDF from CM2.1 itself).

### 6.4 Summary

Using a linearized intermediate model of the tropical Pacific to investigate mechanisms of large multi-decadal ENSO variability in the preindustrial control run of GFDL CM2.1, we conclude that tropical Pacific mean state changes are not responsible for the periods of extreme ENSO variability in CM2.1. Instead, the intrinsically-generated tropical Pacific mean state changes are a response to (rather than a driver of) the ENSO modulation, arising from the highly nonlinear behavior of the coupled ocean-atmosphere system in CM2.1. However, simulations with the linearized anomaly model, LOAM,
indicate that the low frequency tropical Pacific mean state changes induced by the nonlinear system likely feed back on ENSO variability, serving to damp the ENSO modulation. These results point to a two-way feedback mechanism between ENSO and the mean state of the tropical Pacific in CM2.1, whereby random forcing and nonlinear dynamics produce low frequency changes in ENSO variance that are then counteracted by mean state feedbacks.

We conclude that basic physics of the coupled ocean-atmosphere system in CM2.1 are fairly linear for small tropical Pacific climate anomalies (i.e. amplitudes similar to that observed in nature) and infer that the strongly nonlinear behavior observed in CM2.1 is generated through noise forcing and state dependent feedbacks that arise under large perturbations in the coupled system. This strong nonlinear coupling of the atmosphere and ocean in the central Pacific of CM2.1 is causal in producing the extreme ENSO events in the CM2.1 (that are not apparent in nature) and the high variance epochs.

Finally, we demonstrate that the biases present in the coupled ocean-atmosphere system in CM2.1, in particular, the overly strong nonlinear behavior and ENSO variance that is over twice as large as that in observations, produce large biases in the distribution of multi-decadal variability. In particular, we conclude that the range of multi-decadal ENSO variance in the 2,000 year control run of CM2.1 is nearly twice that expected from a linear system with realistic total variance.

These results have important implications for evaluating ENSO variability as it pertains to past, present, and future climate change. Firstly, taken at face value, the large, unforced, multi-decadal ENSO variability in CM2.1 suggests that very large changes in ENSO variability are needed from multi-decadal and shorter records in order to infer a forced change in ENSO variability (e.g. as provided by coral records). However, our results suggest that the true spectrum of unforced variability of ENSO in nature is likely substantially narrower than that simulated by CM2.1. Secondly, the LOAM simulations presented in this study indicate that ENSO is highly sensitive to tropical Pacific mean state changes. Tropical Pacific mean state changes forced by increased greenhouse gas concentrations are projected to be substantially larger than the relatively small, unforced, mean state changes observed between the epochs of extreme ENSO variance in CM2.1, and, based on the dynamics in LOAM, would thus be expected to result in substantial
changes in ENSO variability. The inferred sensitivity of ENSO to tropical Pacific mean state changes implied from the LOAM simulations also indicate that tropical Pacific mean state biases prevalent in GCMs likely have large impacts on the response of ENSO to forcing, underscoring the critical need to resolve deficiencies in simulations of tropical Pacific climate by GCMs before robust projections of future ENSO changes can be made.
Table 6.1. Period and growth rate of the ENSO mode and variance of Niño 3 SSTAs in LOAM run with prescribed mean states from each CM2.1 epoch.

<table>
<thead>
<tr>
<th>Mean State</th>
<th>Period (yr)</th>
<th>Growth Rate (yr⁻¹)</th>
<th>Variance (°C²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epoch L</td>
<td>3.2</td>
<td>0.43</td>
<td>1.9</td>
</tr>
<tr>
<td>Epoch M</td>
<td>3.0</td>
<td>0.46</td>
<td>1.8</td>
</tr>
<tr>
<td>Epoch H</td>
<td>3.0</td>
<td>0.39</td>
<td>1.2</td>
</tr>
</tbody>
</table>
Figure 6.1. Time series of 3-month running mean Niño 3 SSTAs in A) observations (ERSST.v3b, 1971-2010) and CM2.1 epochs B) L, C) M, and D) H.
Figure 6.2. Normalized EOF 1-3 of tropical Pacific SSTAs from A) observations (ERSST.v3b, 1971-2010) and CM2.1 epochs B) L, C) M, and D) H. EOF 2 and 3 in Epoch M are omitted as they are not statistically distinguishable, based on the method of North et al. (1982).
Figure 6.3. Normalized EOF 1 of tropical Pacific SSTAs from A) observations (ERSST.v3b, 1971-2010), B) 200 years of the CM2.1 control-run simulation, and C) 200 years of LOAM run with mean states from CM2.1 (averaged over L, M, H).
Figure 6.4. 3-month running mean Niño 3 SSTAs in A) observations (ERSST.v3b, 1880 – 2010), B) 130 years of the 2,000-year control run of CM2.1, and C) 130 years of the 2,000-year LOAM run with mean states from CM2.1 (averaged over L, M, H).
Figure 6.5. Probability distributions of Niño 3 SSTAs in A) detrended observations (NOAA ERSST v3b, 1880 – 2011 AD), B) the 2,000-year CM2.1 control run, C) the 2,000-year LOAM run with mean states from CM2.1 (averaged over L, M, H). Gaussian distributions with the mean and standard deviation estimated from the data are plotted as dashed lines.

Figure 6.6. Power spectra of 3-month running mean Niño 3 SSTAs in observations (black; ERSST.v3b, 1880 – 2011), the 2,000 year control run of CM2.1 (blue) and the 2,000-year LOAM run with mean states from CM2.1 (red). Spectra have been normalized so that the area under the curve equals the variance of the detrended series; df (=1/N) is the frequency spacing.
Figure 6.7. Variance of 3-month running mean Niño 3 SSTAs as a function of month in A) observations (ERSST.v3b, 1880-2010), B) the 2,000 year CM2.1 control run, C) the 2,000 year LOAM run with CM2.1 mean states.
Figure 6.8. A) Annually-averaged tropical Pacific surface winds in CM2.1 Epoch L and differences in mean surface winds between CM2.1 epochs: B) M – L; C) H – L.
Figure 6.9. A) Annually-averaged tropical Pacific SST in CM2.1 Epoch L (A) and SST difference between epochs B) Epoch M - L (C) Epoch H – L.
Figure 6.10. Differences in annually-averaged equatorial Pacific upper ocean temperature profiles (colors; averaged between 2S:2N) in CM2.1 epochs: A) M–L and B) H–L. Unfilled contours are the annually-averaged equatorial temperature in Epoch L. The bold contour is the 20°C isotherm.
Figure 6.11. Probability distribution functions (PDFs) of 40-year variance of Niño 3 SSTAs (bars) plotted with $\chi^2$ distributions (lines) for the 2,000-year CM2.1 run (black), the 2,000-year LOAM run with CM2.1 mean states (blue) and the 2,000-year LOAM run with observed mean states (red). The $\chi^2$ distributions were calculated based on 40 degrees of freedom and the total variance tuned to match that of the associated PDF.
Figure 6.12. Monthly Niño 4 zonal wind anomalies versus Niño 3 SSTAs in A) 500 years of the CM2.1 control simulation; B) a subset of the CM2.1 data from periods in which the 40-year running mean variance of Niño 3 SSTAs ≥ 2.0°C²; C) a subset of the CM2.1 data from periods in which the 40-year running mean variance of Niño 3 SSTAs ≤ 1.0°C²; D) observations (1958-2001; ERA40 10 m wind speed and ERSST v3b SST data).
Figure 6.13. Monthly zonal wind stress anomalies versus 10 m zonal wind anomalies in the Niño 4 region in 500 years of the CM2.1 control simulation (red) and observations (blue; 1958-2001; ERA40 10 m wind speed and SODA wind stress data).
Figure 6.14. Monthly Niño 4 zonal wind stress anomalies versus Niño 3 SSTAs in A) 500 years of the CM2.1 control simulation; B) a subset of the CM2.1 data from periods in which the 40-year running mean variance of Niño 3 SSTAs ≥ 2.0°C²; C) a subset of the CM2.1 data from periods in which the 40-year running mean variance of Niño 3 SSTAs ≤ 1.0°C²; D) observations (1958-2001; ERA40 10 m wind speed and ERSST v3b SST data).
Figure 6.15. Skewness of tropical Pacific zonal wind stress anomalies in A) 500 years of the CM2.1 control simulation; B) a subset of the CM2.1 data from periods in which the 40-year running mean variance of Niño 3 SSTAs ≥ 2.0°C$^2$; C) a subset of the CM2.1 data from periods in which the 40-year running mean variance of Niño 3 SSTAs ≤ 1.0°C$^2$; D) observations (SODA, 1958-2007).

Figure 6.16. Skewness of 3-month running mean tropical Pacific SSTAs in A) 500 years of the CM2.1 control simulation; B) a subset of the CM2.1 data from periods in which the 40-year running mean variance of Niño 3 SSTAs ≥ 2.0°C$^2$;
C) a subset of the CM2.1 data from periods in which the 40-year running mean variance of Niño 3 SSTAs ≤ 1.0°C²; D) observations (ERSST.v3b, 1951-2010).
Chapter 7. QUANTIFYING CLIMATE FORCINGS AND FEEDBACKS OVER THE LAST MILLENNIUM IN THE CMIP5/PMIP3 MODELS

(Submitted)

7.1 INTRODUCTION

The temporal evolution and spatial structure of temperature variability over the past millennium serve as important constraints for separating anthropogenic impacts from natural climate variability. Reconstructions point to two major climate epochs during the preindustrial era: the Medieval Warm Period (MWP; ca. 900-1200 AD) and the Little Ice Age (LIA; ca. 1300-1850 AD; e.g. Crowley, 2000; Jones et al., 1998; Lamb, 1965; Mann et al., 2009). Paleoclimate proxy records demonstrate substantial heterogeneity in the timing, amplitude, and spatial extent of the MWP and LIA; these periods are characterized by regionally specific temperature departures from an overall global cooling trend over the last millennium (PAGES 2k Consortium, 2013). Temperature reconstructions across the globe generally indicate a cooling trend beginning ca. 1200-1500 AD and (though interspersed with periods of warmth) continuing to the 19th century, with cooling in North America and the Southern Hemisphere lagging that in the Arctic, Europe and Asia (Fig. 7.1; Cunningham et al., 2013; Kobashi et al., 2011; Larsen et al., 2011; Masse et al., 2008; Ogilvie and Jonsson, 2001; PAGES 2k Consortium, 2013).

Solar, volcanic and orbital forcings combined with atmosphere, ocean and sea-ice feedbacks are thought to have been responsible for the cold conditions during the LIA, while greenhouse gas forcing and internal variability are also thought to have played important roles in global temperature variations over the last millennium (e.g. Bianchi and McCave, 1999; Bond et al., 2001; Briffa et al., 1998; Crowley, 2000; Kaufman et al., 2009; Lean and Rind, 1999; Lehner et al., 2013; Mann et al., 1998; Marcott et al., 2013; Miller et al., 2012; PAGES 2k Consortium, 2013; Palastanga et al., 2011; Schleussner and Feulner, 2013; Schurer et al., 2013; Wanamaker et al., 2012; Zhong et al., 2011). While evidence of LIA cooling has been documented across the globe, substantial spatial and temporal heterogeneity exists in the cooling signal that is likely a
result of a complex array of forcing, feedbacks and internal variability in the climate system (Fernandez-Donado et al., 2013; Kaufman et al., 2009; Lehner et al., 2013). Importantly, the relative contributions of the various forcing and feedback terms to the global and regional cooling signals are still poorly understood. For instance, while some studies have emphasized the role of solar variability on the cooling during the LIA (Bard et al., 2000; Bond et al., 2001; Lean and Rind, 1999; Weber, 2005; Yoshimori et al., 2005), others have suggested that volcanic aerosols and greenhouse gases had a dominant role (Ammann et al., 2007; Briffa et al., 1998; Hegerl et al., 2003; Schurer et al., 2014). Still others have highlighted the importance of orbital variations (Kaufman et al., 2009) and ocean and sea-ice feedbacks (Bianchi and McCave, 1999; Lehner et al., 2013; Miller et al., 2012; Schleussner and Feulner, 2013; Wanamaker et al., 2012).

Here we seek to address this issue by quantifying the relative importance of the various climate forcings and feedbacks to global cooling during the LIA in the last millennium simulations performed as a part of the Coupled Model Intercomparison Project Phase 5 (CMIP5)/Paleoclimate Model Intercomparison Project Phase 3 (PMIP3). These transient climate model simulations are driven by last millennium boundary conditions and enable detailed evaluation of the global energy budget to be evaluated over the last millennium (Braconnot et al., 2012; Schmidt et al., 2012; Taylor et al., 2012). However, decomposing the energy fluxes into contributions from individual forcings and climate feedbacks is nontrivial. One approach to quantifying the response of the climate system to individual forcings involves applying a multiple regression method to proxy-based temperature reconstructions in order to estimate the climatic “fingerprints” of the forcings (Hegerl et al., 2003). Such climatic fingerprints have also be evaluated from General Circulation Model (GCM) simulations driven with different forcing datasets and the results compared to the fingerprints from proxy-based reconstructions (Schurer et al., 2013). As a part of this analysis, Schurer et al. carried out individually forced model simulations in order to quantify the role of individual forcings on temperature variability over the last millennium. However, such individually forced experiments are computationally expensive with a fully coupled GCM and to date, only a limited number of such simulations have been performed. In this study, we adopt an alternative approach to quantifying the mechanisms of LIA cooling that can be applied to a large number of all-forcing GCM simulations. In this study, we quantify the role of the various forcing and feedback mechanisms to global cooling over the last millennium by decomposing the global energy budget of the last millennium simulations in the
CMIP5/PMIP3 archive through the use of the Approximate Partial Radiative Perturbation (APRP) method and radiative kernels.

7.2 METHODS

7.2.1 Model Simulations and Forcings

In this analysis, we use output from transient climate simulations of the last millennium and from unforced 850-1000 year long control simulations with preindustrial boundary conditions from seven different Atmosphere-Ocean General Circulation Models (AOGCMs) in the CMIP5/PMIP3 archive (Braconnot et al., 2012; Taylor et al., 2012). These models are: CCSM4 (Gent et al., 2011; Landrum et al., 2013); GISS-E2-R forcing ensemble members r1i1p121 and r1i1p124 (GISS 121 and GISS 124 hereafter; Schmidt et al., 2006), MPI-ESM-P (MPI hereafter), IPSL-CM5A-LR (IPSL hereafter; Dufresne et al., 2013), CSIRO-Mk3L-1-2 (CSIRO hereafter; Phipps et al., 2012; Rotstayn et al., 2012), and HadCM3 (Collins et al., 2001; Pope et al., 2000; Schurer et al., 2013). These model simulations were chosen based on the availability of data at the time of analysis. MIROC-ESM and FGOALS-s2 simulations were omitted due to long-term drifts in global mean surface air temperature in their preindustrial control simulations. Details of the models, external forcing and references can be found in Table 1, in Masson-Delmotte (2013), and in Flato (2013). Different forcing data sets were imposed in the last millennium simulations of different GCMs, following the protocols of PMIP3 (https://pmip3.lsce.ipsl.fr/wiki/doku.php/pmip3:design:lm:final) as discussed by Schmidt et al. (2012) and outlined in Table 1. The forcings are comprised of (from top to bottom in Fig. 7.2): volcanic aerosols, greenhouse gas (CH\textsubscript{4}, CO\textsubscript{2}, and N\textsubscript{2}O) concentrations, solar radiation associated with changes in orbital configuration and solar output, and (not shown) anthropogenic land-use changes.

a. Volcanic forcing

Reconstructions of volcanic aerosols used in the last millennium simulations (Fig. 7.2A) are derived from either the Gao et al. (2008) (hereafter GRA) data set of sulfate loading, or the Ammann et al. (2007) (hereafter AJS), or Crowley et al. (2008) (hereafter CEA) data sets of aerosol optical depth (AOD), as indicated in Table 1 (Schmidt et al., 2011). The CEA data set is
based on 13 Greenland and Antarctic ice cores and AOD and effective radius are given in 10-day intervals in four equal area latitude bands. The GRA data set is based on 54 ice cores, 32 from Arctic and 22 from Antarctica. Sulfate loading is provided in the GRA data set as a function of month, latitude in 10 bands, and height from 9 to 30 km at 0.5 km resolution. Four models (GISS 121, GISS 124, MPI, HadCM3) prescribed volcanic aerosols in terms of AOD and aerosol effective radius from CEA. CCSM4 prescribed sulfate loading (in Tg) from GRA (Landrum et al., 2013). CSIRO estimated the globally averaged forcing from the CEA data set of AOD and applied the forcing as a total solar irradiance anomaly (Masson-Delmotte, 2013). In IPSL, AOD was prescribed from the AJS data set, but, due to details of the implementation, the aerosol extinction coefficients experienced a slow daily decrease subsequent to being updated at the start of each day (J.-L. Dufresne and M. Khodri, personal communication).

b. Trace gas forcing
Changes in concentration of the principle well mixed GHGs (CO$_2$, CH$_4$ and N$_2$O) over the last millennium (Fig. 7.2D) are related to both natural variations as well as anthropogenic factors in the latter part of the last millennium (Gerber et al., 2003). Reconstructions are derived from high-resolution ice cores in Antarctica and smoothed to retain only decadal-scale and longer variations (Joos and Spahni, 2008). All models use the same set of GHG concentrations, as described in (Schmidt et al., 2011). In addition, one model (MPI) parameterizes ozone variations as a function of changes in solar irradiance based on the results of Shindell et al. (2006).

c. Orbital forcing
Changes in the top of the atmosphere (TOA) insolation during the last millennium were primarily due to changes in precession. From 850 AD to the present, a ca. 20-day shift in perihelion (from Dec. 15$^{th}$ to Jan. 4$^{th}$) occurred, leading to an increase in insolation in early NH summer relative to the late NH summer (Schmidt et al., 2011). Small decreases in eccentricity and obliquity also contributed to the insolation changes. These changes gave rise to a ca. 3 W/m$^2$ decrease in insolation in boreal summer (JJA) through the last millennium (Fig. 7.2E).
**d. Solar forcing**

Changes in total solar irradiance (TSI) are prescribed using either the Vieira et al. (2011) (VSK) or Steinhilber et al. (2009) (SBF) reconstruction as described in Schmidt et al. (2011). In some models, “background” variations of TSI (variations not tied to the solar cycle) are taken from Wang et al. (2005b) (WLS) as indicated in Table 7.1. TSI anomalies from these three products are shown in Fig. 7.2F.

**e. Land use forcing**

Reconstructions of land use and land cover are available for the last three centuries based on published maps of agricultural areas and for earlier periods based on scaling agricultural activity with population on a per country basis. The resultant data set provides annual maps of cropland, C3 pasture and C4 pasture, which influence the surface albedo, water cycle, surface roughness and soil characteristics (PEA; Pongratz et al., 2008; Schmidt et al., 2011). Although implementation of a given land cover forcing varies across models, all model simulations analyzed in this study either used land cover forcings from PEA, or maintained constant land cover (taken from the preindustrial control runs; Table 7.1).

### 7.2.2 Description of the APRP Method

The Approximate Partial Radiative Perturbation (APRP) method enables changes in top-of-the-atmosphere (TOA) shortwave (SW) energy fluxes to be decomposed into individual radiative forcing and climate feedback terms (Taylor et al., 2007). The APRP method has been used to perform climate feedback analyses in a variety of Last Glacial Maximum, historical, and future climate simulations (e.g. Crucifix, 2006; Hwang et al., 2013; Masson-Delmotte, 2013; Yoshimori et al., 2011). APRP is based on a simple, single layer, shortwave radiative model of the atmosphere, in which the influence of changes in surface albedo, shortwave absorption and scattering on the top of the atmosphere energy budget are diagnosed at every grid cell from all-sky and clear-sky GCM output. APRP analysis relies on the use of a single layer radiative transfer model that is tuned to mimic the radiation code of the GCM. Specifically, three parameters in the single layer model are calculated (the surface albedo, atmospheric scattering coefficient and atmospheric absorption coefficient) to ensure that the surface and top of the atmosphere shortwave fluxes are consistent with those in the GCM. These single layer model
parameters are calculated for two time periods, representing the control and perturbed conditions. These parameters are then individually perturbed in the single layer model by the amount they change between the control and perturbed periods of the GCM simulation and the influence of these changes on the TOA shortwave flux in the single layer model is calculated. In this way, the single layer model enables the effects of changes in surface albedo, atmospheric absorption, atmospheric scattering and clouds to be isolated from one another using a simple and efficient method. Importantly, these calculations allow for an estimate of volcanic forcing to be obtained from the change in shortwave non-cloud scattering (see Section 2.4, below).

This method is similar to the Partial Radiative Perturbation (PRP) method, which is the more accurate method of calculating feedbacks (as it is based on applying a given perturbation of a climate feedback variable to an offline radiation code of the model and determining its feedback strength from the subsequent change in TOA flux). However, whereas the PRP method requires running the GCMs radiation code offline with the various radiation properties individually perturbed, APRP calculations are far less computationally expensive and require far less data from the full GCM simulations (only monthly clear-sky and full-sky radiative flux fields at the surface and TOA are needed). In addition, comparison between full PRP and APRP analyses of global warming and Last Glacial Maximum simulations with two GCMs demonstrated that the differences between them were typically only a few percent (Taylor et al., 2007). Further details of the APRP method can be found in Taylor et al. (2007).

7.2.3 Description of the Radiative Kernel Method

Due to the sensitivity of the radiation balance to the vertical distribution of atmospheric water vapor, temperature, and clouds, the simple, single-layer atmosphere model used in the SW APRP calculations is generally not appropriate for LW feedback analysis (Yoshimori et al., 2011). We must thus adopt a different method for decomposing TOA LW fluxes from the last millennium simulations. Under the radiative kernel technique of Soden et al. (2008), climate feedbacks are quantified based on the TOA radiative response to a small change in the climate feedback variable. Climate feedbacks are represented as the product of two terms: the first is the radiative kernel, which is a weighting term that describes the TOA flux perturbation due a standard change in a particular climate feedback variable (e.g. specific humidity), the second is the change in that climate feedback variable in the full GCM simulation. The kernels used in this analysis are from
Shell et al. (2008) based on the CAM3 offline radiative transfer model with a CAM3 present day climate base state. Available kernels include a surface albedo kernel, LW water vapor kernel, LW surface skin temperature kernel, and LW atmospheric temperature kernel, and LW CO2 kernel. For each feedback there is a clear-sky kernel (for which cloud-free conditions were used in the radiative transfer calculations) and an all-sky kernel (which includes the effects of clouds in the radiative transfer calculations). Due to strong non-linearities, cloud feedbacks cannot be evaluated directly from a radiative kernel but instead are calculated by adjusting the cloud radiative forcing to account for cloud masking effects (using the difference between the all-sky and clear-sky kernels) as outlined in Soden et al. (2008). Studies have shown that radiative kernels are dependent on the forcing and background climate state, but are highly similar when calculated from different models under a given base state (Soden et al., 2008; Vial et al., 2013; Yoshimori et al., 2011). Comparison between full PRP, APRP, and radiative kernel methods in Last Glacial Maximum and 2xCO2 simulations with an atmospheric GCM coupled to a slab ocean model suggest that differences between PRP and radiative kernel feedbacks tend to be slightly larger than those between PRP and APRP feedbacks (Yoshimori et al., 2011).

### 7.2.4 Calculation of Forcings and Feedbacks Using APRP and Radiative Kernel Methods

As described in Section 2.3, quantification of the forcing and feedbacks in the CMIP5/PMIP3 last millennium simulations was estimated using the above APRP method to decompose changes in the global shortwave (SW) TOA energy budget and using the radiative kernel method to decompose changes in the global LW TOA energy budget (Shell et al., 2008; Soden and Held, 2006; Soden et al., 2008). The response of the TOA global energy budget to a radiative forcing can be described as follows:

\[
\Delta R_{imb} = \Delta F + \Delta R_{resp} \tag{7.1}
\]

where \(\Delta F\) represents the radiative forcing, \(\Delta R_{resp}\) represents the TOA energy fluxes due to climate feedbacks (i.e. the climate response), and \(\Delta R_{imb}\) represents the remaining imbalance in the Earths TOA energy budget. All TOA energy fluxes are defined as positive downward and surface fluxes are defined as positive upward. The change in the net TOA energy budget can be decomposed into the change in absorbed shortwave (\(\Delta R_{SW}\)) and the change in outgoing LW (\(-\Delta R_{LW}\)): 
\[ \Delta R_{\text{imb}} = \Delta R_{\text{SW}} + \Delta R_{\text{LW}} \] (7.2)

\text{a) The shortwave energy budget}

The SW energy budget at the TOA can be described as:

\[ R_{\text{SW}} = S_0(1 - A) \] (7.3)

where \( S_0 \) is the solar constant (in W/m\(^2\)) and \( A \) is the planetary albedo. Following a perturbation, the new SW budget is:

\[ (R_{\text{SW}} + \Delta R_{\text{SW}}) = (S_0 + \Delta S)(1 - (A + \Delta A)) \] (7.4)

Hence, the change in TOA SW (\( \Delta R_{\text{SW}} \)) is then:

\[ \Delta R_{\text{SW}} = \Delta S(1 - A) - S_0\Delta A - \Delta S\Delta A \] (7.5)

where \( \Delta F_{\text{solar}} = \Delta S(1 - A) \) is the change in solar forcing (due to either a change in orbital configuration or in solar output), \( \Delta R_A = S_0\Delta A \) is the change in TOA SW due to a change in planetary albedo, and \( \Delta S\Delta A \) is the residual. Solar forcing was further decomposed into changes in solar output and changes orbital configuration using equations from Berger (1978). The change in planetary albedo is:

\[ \Delta A = \Delta A_\alpha + \Delta A_{\text{cloud}} + \Delta A_{\text{clear,scatter}} + \Delta A_{\text{clear,abs}} + \Delta A_{\text{resid}} \] (7.6)

The terms on the RHS are changes in the planetary albedo due to the SW climate forcings and feedbacks; they are estimated by the Approximate Partial Radiation Perturbation (APRP) method of Taylor et al. (2007), and \( \Delta A_{\text{resid}} \) is the residual. We interpret the change in clear sky scattering to be forcing by volcanic aerosols:

\[ \Delta F_{\text{volc}} = \Delta S_0\Delta A_{\text{clear,scatter}} \] (7.7)

and the remaining shortwave feedback \( \Delta R_{\text{SW}} \) terms to be:

\[ \Delta R_{\text{SW}} = \begin{cases} -S_0\Delta A_\alpha & \text{surface albedo feedback } \Delta R_\alpha \\ -S_0\Delta A_{\text{cloud}} & \text{SW cloud feedback } \Delta R_{\text{cloud}} \\ -S_0\Delta A_{\text{clear,abs}} & \text{SW absorption by water vapor } \Delta R_q \end{cases} \] (7.8)

Atmospheric clear sky absorption is primarily driven by changes in the absorption of incoming SW radiation by atmospheric water vapor, so this term is therefore interpreted as the SW water
vapor feedback (implicit in this assumption is that the change in SW absorption due to volcanic aerosols is small relative to that due to water vapor changes).

Plugging in Eq. 7.6, 7.7, and 7.8 into Eq. 7.5, we find the changes in shortwave at the top of the atmosphere in terms of forcings and feedbacks:

$$\Delta R_{SW} = \Delta F_{solar} + \Delta F_{volc} + \Delta R_{SW,cloud} + \Delta R_{SW,q} + \Delta R_\alpha + \varepsilon_{SW}, \quad (7.9)$$

where SW forcings = $\Delta F_{solar} + \Delta F_{volc}$, SW feedback = $\Delta R_{SW,cloud} + \Delta R_{SW,q} + \Delta R_\alpha$, and

$$\varepsilon_{SW} = -S_0 \Delta A_{resid} - \Delta S \Delta A$$

is the SW residual, which provides a measure of the accuracy of the APRP approximation to the SW TOA fluxes.

b) The longwave energy budget

The change in the TOA longwave radiation is:

$$\Delta R_{LW} = \Delta F_{GHG} + \Delta R_{Planck} + \Delta R_{LW,cloud} + \Delta R_{LW,q} + \Delta R_{lapse \ rate} + \varepsilon_{LW}, \quad (7.10)$$

where $\Delta F_{GHG}$ is the forcing due to the change in the concentration of greenhouse gases (calculated using the formulas from Myhre et al. (1998), and $\Delta R_{Planck} + \Delta R_{cloud} + \Delta R_{LW,q} + \Delta R_{lapse \ rate}$ is the sum of the Planck, cloud, water vapor and lapse rate feedbacks and $\varepsilon_{LW}$ is the longwave residual.

c) The total TOA energy budget

Inserting Eq. 7.9 and 7.10 into the total TOA energy budget equation (Eq. 7.1), we find

$$\Delta F + \Delta R_{resp} = \Delta R_{imbale} = \Delta R_{SW} + \Delta R_{LW} \quad (7.11)$$

where $\Delta F$ is the sum of the forcings,

$$\Delta F = \Delta F_{solar} + \Delta F_{volc} + \Delta F_{GHG}, \quad (7.12)$$

$\Delta R_{resp}$ is the sum of the shortwave and longwave feedbacks:

$$\Delta R_{resp} = \Delta R_{SW,cloud} + \Delta R_{SW,q} + \Delta R_\alpha + \Delta R_{Planck} + \Delta R_{LW,cloud} + \Delta R_{LW,q} + \Delta R_{lapse \ rate} + \varepsilon_{SW} + \varepsilon_{LW} \quad (7.13)$$

and $\Delta R_{imbale}$ is the energy imbalance if the system is not yet in equilibrium. Note that, given the magnitude and spatial distribution of the surface albedo changes in comparison to land cover
changes (Pongratz et al., 2008; Schmidt et al., 2011) we neglect the contribution of land use changes to global forcing.

Assuming the change in the global average surface air temperature ($\Delta T_{as}$) is small, we can expand the climate response in terms of a Taylor series:

$$\Delta R_j = \frac{dR_j}{dT_{as}} \Delta T_{as} + \mathcal{O}((\Delta T_{as})^2) \approx \frac{\partial R_j}{\partial x_j} \frac{dx_j}{dT_{as}} \Delta T_{as} = \lambda_j \Delta T_{as}$$,

where $x_j$ is a state variable. The shortwave changes due to climate feedbacks are obtained by the Approximate Partial Radiation Perturbation (APRP) method of Taylor et al. (2007), while the longwave changes due to climate feedbacks are obtained using radiative kernels (Soden and Held, 2006). Note that cloud feedbacks cannot be calculated directly from radiative kernels because of strong nonlinearities that arise from cloud masking. Following Soden et al. (2008), we adjusted the cloud radiative effect by correcting for non-cloud feedbacks (where the clear-sky GHG forcing was calculated as: $\Delta F_{\text{CS} \text{GHG}} = 1.16 \times \Delta F_{\text{GHG}}$).

**d) Contributions to the change in surface air temperature**

Inserting Eq. 7.14 into Eq. 7.11 we find the temperature response in terms of the forcings and feedbacks (as in Feldl and Roe, 2013; Vial et al., 2013):

$$\lambda_{\text{planck}} \Delta T_{as} + \sum_{j \neq \text{planck}} \lambda_j \times \Delta T_{as} = -\Delta F + \Delta R_{\text{imb}} - \varepsilon_{\text{SW}} - \varepsilon_{\text{LW}}$$,

where $\lambda_{\text{planck}}$ is the climate sensitivity in absence of feedbacks. Equivalently

$$\Delta T_{as} = -\frac{\Delta F}{\lambda_{\text{planck}}} - \sum_{j \neq \text{planck}} \frac{\lambda_j \times \Delta T_{as} + \Delta R_{\text{imb}}}{\lambda_{\text{planck}}} - \frac{\varepsilon_{\text{SW}} - \varepsilon_{\text{LW}}}{\lambda_{\text{planck}}} \lambda_{\text{planck}}$$,

where $\lambda_j$ are the climate feedback factors ($[\lambda_j] = \text{W m}^{-2} \text{K}^{-1}$).

Finally, we can equate each term in Eq. 7.16 as a contribution to the global average temperature change $\Delta T_{as}$:

$$\Delta T_{as} = \Delta T_{\text{forcing}} + \Delta T_{\text{feedbacks}} + \Delta T_{\text{atm+ocn uptake}} + \Delta T_{\varepsilon}$$,

In addition to the forcing and feedbacks, we report the fraction $f$ of the total global cooling $\Delta T_{as}$ due to individual forcings and feedbacks:

$$f = \frac{\Delta T_X}{\sum \Delta T_X} \times 100$$.

Only negative (cooling) $\Delta T_X$ are included in calculating $f$. Feedbacks and global cooling contributions were not calculated for the HadCM3 and CSIRO last millennium simulations.
because relative humidity data were not available for HadCM3 and the implementation of volcanic forcing as a TSI perturbation in CSIRO precluded separation of the SW forcings and feedbacks.

7.3 RESULTS

7.3.1 Temperature Trends Over the Last millennium in the CMIP5/PMIP3 Models

The globally averaged surface temperature anomaly through the last millennium and preindustrial control simulations is shown in Fig. 7.2C (where annually averaged data were smoothed with a Gaussian filter; $\sigma = 3$ years). Relative to the period from 850-1200 AD, all CMIP5/PMIP3 simulations generally demonstrate colder global temperatures ca. 1250-1850 AD. Compared to the preindustrial control simulations from the same models, the last millennium simulations demonstrate global temperature anomalies outside the range of natural variability during volcanically active periods ca. 1230-1300, 1450, 1600-1750, and 1800-1840 AD. Average Northern Hemisphere (NH) temperature anomalies in the multi-model mean agree well with proxy-derived NH temperature reconstructions with cold periods through the 13th, mid-15th, 17th-18th and early 19th centuries (Fig. 7.3; Frank et al., 2010). That temperature anomalies associated with large volcanic events tend to be substantially larger in the models than in the reconstructions may be related to issues with tree ring-based temperature reconstructions (e.g. anomalous tree growth immediately following large volcanic events; Mann et al., 2012), to uncertainties in the volcanic reconstructions (Sigl et al., 2014) and/or to the models’ tendency to overestimate the impact of large volcanic events, e.g. due to the linear scaling that is typically applied between stratospheric sulfate loading and AOD (based on the Pinatubo eruption; Timmreck et al., 2009).

To quantify the contribution of radiative forcings and climate feedbacks to global cooling over the last millennium, we compare the energy budget in the LIA (hereafter defined as 1600-1850 AD) to that in the MWP (950-1200 AD). We extend our analysis to examine the cause of the cold periods ca. 1400-1650 AD and 1200-1450 AD (relative to the same MWP warm period) in Chapter 7.3.4.

While the LIA is characterized by centennial-scale global temperature minima in all CMIP5/PMIP3 models, there are marked differences in the amplitude and spatial pattern of the
surface temperature anomalies (relative to the MWP) across the models (Fig. 7.4). The regional temperature differences are reflected in changes in sea ice concentration (Fig. 7.5); in the Arctic, sea ice concentration increases in all models, whereas Antarctic sea ice concentration increases in some models (CCSM4, CSIRO, HadCM3) and decreases in others (GISS121 and GISS124). Sources of these inter-model differences are discussed in Chapter 7.3.3.

7.3.2 Attribution of LIA Cooling

Climate forcing during the last millennium is comprised of contributions from changes in solar output, orbital configuration, stratospheric sulfate aerosols associated with large volcanic eruptions, changes in trace gases and changes in land use through its impact on surface albedo and evapotranspiration (Table 7.1; Bony et al., 2006; Schmidt et al., 2011). Given the magnitude and spatial distribution of the surface albedo changes seen during all three cold periods, land use changes are not important contributors to the forcing of these cold periods. The forcings are shown in Fig. 7.6 and the global cooling contribution from each of these forcings is shown in Fig. 7.7 and Table 7.2.

A TOA energy budget analysis of the CMIP5/PMIP3 last millennium simulations indicates that volcanic forcing was the primary driver of LIA cooling in the models. Volcanic forcing accounted for 77% of the total forcing on average (ranging from 50-84% or −0.07 to −0.32 Wm$^{-2}$, across models; Fig. 7.6). This forcing directly contributed to 31% (on average) of the global cooling during the LIA (Fig. 7.7; Table 7.2). In comparison, solar and GHG forcing were substantially weaker, comprising an average of 10% and 13% of the total forcing and 4% and 5% of the global cooling, respectively. Globally averaged solar forcing was driven by changes in solar output over the last millennium as changes in orbital parameters imparted insignificant forcing (Fig. 7.6). However it is important to note that the insignificance of the direct orbital forcing term when globally and annual averaged does not necessarily imply that orbital forcing played an insignificant role in global cooling during the LIA. Orbital forcing (which has a rich seasonal and latitudinal structure) likely triggered global climate feedbacks. For instance, precessional forcing imposed a ca. 3 Wm$^{-2}$ decrease in insolation in boreal summer (JJA) at 65ºN through the last millennium (Fig. 7.2E) which may have contributed to non-negligible surface albedo and water vapor feedbacks through colder temperatures and sea ice growth in the Arctic.
A number of positive climate feedbacks reinforce the radiative forcing during the LIA. The global cooling contribution from each of these feedbacks is shown in Fig. 7.7 while the global TOA energy fluxes are shown in Fig. 7.9. (As mentioned above, it is important to note that under the current analysis framework, these feedbacks cannot be ascribed to any particular type of forcing; forcings that had negligible direct contributions to LIA cooling (e.g. orbital forcing) may have been responsible for non-negligible climate feedbacks.) The largest positive feedback is the LW water vapor feedback, which is responsible for 20%, on average, of the global cooling (Table 7.2). The LW water vapor feedback occurs in response to the decreased atmospheric water vapor concentration; the saturation vapor pressure decreases as the atmosphere cools as given by the Clausius-Clapeyron equation. In addition, the SW water vapor feedback represents a lesser but globally important positive feedback in all of the models (contributing 9%, on average, to the global cooling), consistent with decreased absorption of incoming SW radiation by atmospheric water vapor during the LIA.

In global warming simulations, the positive water vapor feedback is due to both the vertically uniform atmospheric warming as well as the vertical redistribution of water vapor (as robust decreases in tropical lapse rate from enhanced warming aloft lead to an upward shift in the water vapor distribution). In the CMIP5 4xCO2 simulations, the large positive water vapor feedback is partially offset by a negative lapse rate feedback. In contrast, the CMIP5/PMIP3 last millennium simulations demonstrate water vapor and lapse rate feedbacks that reinforce one another. The positive lapse rate feedback arises due to greater cooling near the surface than aloft poleward of ca. 30–40° latitude (Fig. 7.10) and contributes 7% on average to the global cooling (Fig. 7.7; Table 7.2). A positive lapse rate feedback has also been observed in Last Glacial Maximum simulations with a slab ocean model under the addition of ice sheet and orbital forcings (Yoshimori et al., 2011), suggesting that the positive (versus negative) lapse rate feedback may be a function of the SW (versus LW) forcings. Combined, the water vapor and lapse rate feedbacks are responsible for 36%, on average, of the global cooling during the LIA. Thus, while the total (SW + LW) water vapor feedback (1.20 ± 0.19 Wm⁻²K⁻¹; Fig. 7.8) is substantially less than that reported from the CMIP5 4xCO2 simulations, the combined water vapor and lapse rate feedback in the LIA (relative to the MCA; 1.47 ± 0.10 Wm⁻²K⁻¹) is larger than that observed in the future climate simulations (1.26 ± 0.07 Wm⁻²K⁻¹) (Masson-Delmotte, 2013). The combined LIA water vapor and lapse rate feedback is closer to that observed in Last
Glacial Maximum simulations compared to the pre-industrial climate (1.39 ± 0.09 Wm \(^{-2}\)K\(^{-1}\))(Masson-Delmotte, 2013). Yoshimori et al. (2011) argue that the combined water vapor and lapse rate feedbacks are strongly dependent on the background climate state, giving rise to the dependence of climate sensitivity on the background climate state.

Second to the LW water vapor feedback, the next largest global feedback is the surface albedo feedback (0.59 ± Wm \(^{-2}\)K\(^{-1}\)), which is responsible for 14% of the global cooling on average (Fig. 7.7; Table 7.2). The surface albedo feedback arises primarily from increases in high latitude sea ice during the LIA in CCSM4 and MPI. In HadCM3, GISS121 and GISS124 this feedback is equally or predominately due to increased surface albedo over Eurasia and North America (presumably from increased snow cover; data not shown). This surface albedo feedback is generally larger than that found from the CMIP5 4xCO2 simulations (0.33 ± 0.14 Wm \(^{-2}\)K\(^{-1}\))(Masson-Delmotte, 2013), as well as that from Last Glacial Maximum simulations (0.41 ± 0.18 Wm \(^{-2}\)K\(^{-1}\))(Crucifix, 2006; Masson-Delmotte, 2013; Yoshimori et al., 2011).

Possible sources of the larger surface albedo feedback in the LIA relative to the future climate and Last Glacial Maximum simulations include the disparate forcings and the disparate background climate states. We propose that volcanic forcing played a large role in the strength of the surface albedo feedback during the LIA. Fig. 7.9 shows that the surface albedo feedback has a weak but significant positive correlation (R\(^2\) = 0.28, p < 0.01) to the strength of the volcanic forcing in the last millennium simulations. The correlation is most pronounced during the 1200-1450 AD period (R\(^2\) = 0.85, p < 0.01), which is the LIA interval characterized by the largest volcanic events of the last millennium and the largest average volcanic forcing as a fraction of the total forcing.

Not unexpectedly, clouds have a varied response among models, most notably in the SW cloud feedback. The LW cloud feedback (0.27 ± 0.17 Wm \(^{-2}\)K\(^{-1}\)) is positive in all models, and is broadly consistent with that found in the CMIP5 4xCO2 simulations (0.22 ± 0.18 Wm \(^{-2}\)K\(^{-1}\))(Masson-Delmotte, 2013) and generally higher than that found in the Last Glacial Maximum simulations (0.08 ± 0.10 Wm \(^{-2}\)K\(^{-1}\))(Masson-Delmotte, 2013). The positive LW cloud feedback is likely due to lower cloud tops in the colder LIA atmosphere. The LW cloud feedback contributes 6%, on average, to the global cooling. The SW cloud feedback (−0.20 ± 0.47 Wm \(^{-2}\)K\(^{-1}\)) is more variable among models, which is a well-documented feature across future and paleo climate simulations (e.g. Masson-Delmotte, 2013; Vial et al., 2013). In all last millennium
simulations aside from IPSL, the SW cloud feedback is a negative feedback during the LIA and generally arises from decreased cloud fraction in the tropics and high latitudes. The positive SW cloud feedback in IPSL is the dominant positive feedback and arises from increased cloud fraction in the midlatitudes, particularly in the SH (data not shown). A strong correlation between SW cloud feedback and low-cloud fidelity has been found in future climate simulations. The SW cloud feedback is strongly positively correlated to the SW cloud radiative effect present in the control simulations, with a larger positive SW cloud feedback present in models with higher control low cloud cover (Lacagnina et al., 2014). This relationship suggests that the large inter-model spread in the SW cloud feedback may be indicative of a large inter-model spread in low cloud amount in the last millennium control simulations.

Combined, these feedbacks are responsible for an average of 60% of the global cooling during the LIA. The water vapor, lapse rate, surface albedo, and cloud feedback parameters sum to $2.18 \pm 0.33 \text{ Wm}^{-2}\text{K}^{-1}$, similar to the combined feedback parameter from the 4xCO2 simulations ($2.19 \pm 0.35 \text{ Wm}^{-2}\text{K}^{-1}$; Masson-Delmotte, 2013). The larger surface albedo and water vapor/lapse rate feedbacks in the LIA, relative to the future climate simulations, are more than offset by the lower average SW cloud feedback. For the Last Glacial Maximum climate, the summed feedback parameter ($1.87 \pm 0.21 \text{ Wm}^{-2}\text{K}^{-1}$)(Masson-Delmotte, 2013) is slightly less than that found in the LIA and 4xCO2 simulations. Yoshimori et al. (2011) demonstrate that the lower climate feedback parameter in the Last Glacial Maximum relative to future climate simulations is primarily due to a lower SW cloud feedback. Here we find that lower surface albedo and LW cloud feedbacks are primarily responsible for the lower combined feedback parameter during the Last Glacial Maximum relative to the LIA.

Finally, we note that the SW residual term is negligible (less than 1% of the total SW feedback parameter) while the LW residual term amounts to $0.00 \text{ to } -0.59 \text{ Wm}^{-2}\text{K}^{-1}$, or 0-23% of the total LW feedback parameter. While this residual may indicate the presence of nonlinear LW feedbacks, it may also reflect LW absorption by volcanic aerosols, which has been neglected in this analysis. However, the average total residual (19%) is similar to that reported from the CMIP5 4xCO2 simulations (23%; Vial et al., 2013).
7.3.3 Sources of Inter-Model Differences in LIA Climate Change

While the LIA is characterized by global cooling relative to the MWP in all models, the amplitude of the cooling differs by more than a factor of 2 among models (Fig. 7.7). Factors that may be responsible for the inter-model spread in global mean temperature change include differing climate forcings, differing climate feedbacks and differing efficiencies with which they transfer heat into the ocean. However, as ocean heat uptake during the LIA is small in all the models (as demonstrated by small changes in surface energy fluxes in Fig. 7.9), the TOA radiative forcings and feedbacks are primarily responsible for the inter-model spread in global cooling during the LIA. Among radiative forcings, differences in volcanic forcing drive the inter-model spread in total forcing (Fig. 7.6). Differences in volcanic forcing across models could be due to differences in the forcing data set used (therefore reflecting uncertainty in the volcanic aerosol reconstructions) as well as due to differences in the treatment of volcanic aerosols in the models. The CEA data set of AOD and effective radius indicates substantially lower AOD anomalies during large volcanic events (Fig. 7.2A) but a larger increase in the number of volcanic events during the LIA relative to the MCA. The use of different forcing data sets is responsible for a substantial portion of the inter-model spread in volcanic forcing during the LIA (e.g. compare the volcanic forcing in CCSM4 to GISS/MPI/HadCM3 in Fig. 7.6). The weaker volcanic forcing in IPSL in comparison to the other models is particularly notable, however, it is unclear to what degree this is due to the forcing data set used (AJS) versus the implementation of the forcing (see Methods). Another substantial contribution to the inter-model spread arises from the differing treatment of volcanic aerosols among models that use the same volcanic reconstruction. For instance, volcanic forcing in CSIRO (which prescribes volcanic forcing based on the CEA data set, imposed as a globally-averaged perturbation to TSI) is up to 50% lower than that in GISS/MPI/HadCM3 (which prescribe latitudenally-varying AOD and effective radius; Fig. 7.6). In contrast to the other models, CCSM4 has an atmospheric chemistry scheme that models the transport, processing and radiative properties of the volcanic aerosols from the aerosol loading provided in GRA).

In addition to differences in radiative forcing among models, differences in the strength of climate feedbacks add to the inter-model spread in LIA cooling. The total effective feedback parameter differs by a factor of 2 across models (ranging from -0.98 to -2.05 Wm$^{-2}$K$^{-1}$; Fig. 7.8). The Planck response varies little among models, as expected (-3.41 ±0.05 Wm$^{-2}$K$^{-1}$). The largest
spread in climate feedbacks among models occurs in the SW cloud feedback ($-0.20 \pm 0.47 \text{ Wm}^{-2}\text{K}^{-1}$) and the lapse rate feedback ($0.27 \pm 0.25 \text{ Wm}^{-2}\text{K}^{-1}$). The large spread in the SW cloud feedback is a common feature in GCM simulations (Crucifix, 2006; Soden and Held, 2006; Vial et al., 2013). The large spread in the lapse rate feedback is likely in part due to the varied response of high latitude sea ice among models (Fig. 7.5; Fig. 7.10).

7.3.4 Sensitivity of Results to Definition of LIA

The processes (forcings and feedbacks) that are responsible for the cold conditions during the periods 1200-1450 AD and 1400-1650 AD are qualitatively similar to those responsible for the cold conditions in the LIA (i.e. from 1600-1850 AD). During all three periods, volcanic forcing is the dominant forcing, with a multi-model mean of 82%, 54% and 77% of the total forcing during the 1200-1450 AD, 1400-1650 AD and 1600-1850 AD periods, respectively (Fig. 7.6). The 1600-1850 AD period is characterized by the largest total forcing ($-0.30 \text{ Wm}^{-2}$ in the multi-model mean). In contrast, the 1400-1650 AD period has the weakest total forcing ($-0.19 \text{ Wm}^{-2}$), but it features the strongest relative contribution from solar forcing (30%; Fig. 7.9), as it contains the Spörer Minimum. While greenhouse gas forcing makes a notable contribution to the total forcing in 1600-1850 AD (13%) and 1400-1650 AD (16%) it is weak in 1200-1450 AD (3%).

In addition to substantial differences in total forcing across the three cold epochs, there are substantial differences in the mean effective climate feedback across the epochs – ranging from $-1.42$ to $-1.97 \text{ Wm}^{-2}\text{K}^{-1}$. Differences in the effective climate sensitivity arise primarily due to differences in the SW cloud feedback and the net LW feedback. Ocean heat uptake is small across all three periods, as demonstrated by changes in global mean surface energy fluxes of less than $\pm0.05 \text{ Wm}^{-2}$.

7.4 Summary

The CMIP5/PMIP3 last millennium simulations feature extended periods of cold conditions across the globe during the period ca. 1200 -1850 AD; temperature anomalies averaged over the NH generally agree well with proxy based temperature reconstructions. Analysis of the global TOA energy budget during the last millennium using APRP and radiative kernel techniques indicates that volcanic forcing is primarily responsible for the cold conditions in the CMIP5/PMIP3 models. Volcanic forcing contributes an average of 82%, 54% and 77% of the
total forcing in the multi-model mean for the cold epochs in 1200-1450 AD, 1400-1650 AD and 1600-1850 AD, respectively. Forcing contributions due to changes in insolation (15%, 30%, 10%) and greenhouse gas concentrations (3%, 16%, 13%) are substantially smaller than the volcanic forcing.

A feedback analysis of the 1600-1850 AD period demonstrates that the dominant climate feedbacks that reinforce the global cooling include the water vapor and lapse rate feedbacks, which combined are responsible for 36% of the LIA cooling in the models; the positive LW and SW water vapor feedbacks are a consequence of the decrease in water vapor concentration associated with the vertically-integrated cooling while the positive lapse rate feedback arises due to greater cooling near the surface than aloft poleward of ca. 30-40º latitude. While lapse rate changes provide a negative feedback in simulations of greenhouse gas forcing, a positive lapse rate feedback has also been observed in Last Glacial Maximum simulations. The combined water vapor and lapse rate feedback present in the last millennium simulations is larger than that from future climate simulations but similar to that from Last Glacial Maximum simulations. In contrast, the surface albedo feedback is generally larger than that found in either the future climate or Last Glacial Maximum simulations. Indeed, the surface albedo feedback is the dominant positive SW feedback in the last millennium simulations, responsible for 14% of the global cooling on average, and arises from sea ice growth and increased snow cover during the LIA. The positive correlation between the strength of the surface albedo feedback and the magnitude of volcanic forcing in the last millennium simulations suggests that volcanic forcing may be responsible for the larger surface albedo feedback during the LIA (relative to the future climate and Last Glacial Maximum simulations). LW cloud feedback provides an additional 6% of the global cooling on average and is consistent with lower cloud tops in the colder LIA atmosphere.

There are several points to consider when interpreting the results of the CMIP5/PMIP3 last millennium simulations in light of the paleoclimate record. Firstly, large uncertainties exist in the characterization of volcanic forcing that may not be adequately represented in the last millennium simulations. Large uncertainties exist in reconstructions of aerosol concentration, AOD and aerosol effective radius as a function of time, latitude and height, all of which exert important controls on the climate system. These uncertainties are compounded by the CMIP5 models’ poor representation of the dynamical response of the atmosphere to volcanic eruptions.
Further, large uncertainties remain concerning the magnitude of changes in insolation over the last millennium. In particular, one TSI reconstruction suggests that changes in insolation during the LIA were an order of magnitude larger than those used in the CMIP5/PMIP3 last millennium simulations (Schmidt et al., 2012; Shapiro et al., 2011). This uncertainty, in conjunction with the fact that only one of the CMIP5/PMIP3 last millennium runs included solar-driven ozone variations (Shindell et al., 2006) leaves open the possibility that solar forcing may have played a larger role in LIA cooling than suggested by these model simulations.
Table 7.1. Description of CMIP5/PMIP3 models and their forcings used in this analysis.

<table>
<thead>
<tr>
<th>Model</th>
<th>Ensemble</th>
<th>(lon x lat x vert levels)</th>
<th>Forcings</th>
<th>Orbital variations</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCSM4</td>
<td>r1i1p1</td>
<td>288 x 192 x L26</td>
<td>VSK</td>
<td>Internally calc.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>320 x 384 x L60</td>
<td>GRA (sulfate loading)</td>
<td></td>
</tr>
<tr>
<td>GISS 121</td>
<td>r1i1p121</td>
<td>144 x 90 x L40</td>
<td>SBF</td>
<td>PI Control</td>
</tr>
<tr>
<td></td>
<td></td>
<td>288 x 180 x L32</td>
<td>CEA (AOD)</td>
<td>PEA</td>
</tr>
<tr>
<td>GISS 124</td>
<td>r1i1p124</td>
<td>144 x 90 x L40</td>
<td>VSK + WLS back</td>
<td>PI Control</td>
</tr>
<tr>
<td></td>
<td></td>
<td>288 x 180 x L32</td>
<td>CEA (AOD)</td>
<td>PEA</td>
</tr>
<tr>
<td>MPI</td>
<td>r1i1p1</td>
<td>196 x 98 x L40</td>
<td>VSK + WLS back</td>
<td>Regression</td>
</tr>
<tr>
<td></td>
<td></td>
<td>256 x 220 x L40</td>
<td>CEA (AOD)</td>
<td>PEA</td>
</tr>
<tr>
<td>IPSL</td>
<td>r1i1p1</td>
<td>96 x 95 x L39</td>
<td>VSK + WLS back</td>
<td>PI Control</td>
</tr>
<tr>
<td></td>
<td></td>
<td>182 x 149 x L31</td>
<td>AJS (AOD)</td>
<td>Internally calc.</td>
</tr>
<tr>
<td>CSIRO</td>
<td>r1i1p1</td>
<td>64 x 56 x L18</td>
<td>SBF</td>
<td>PI Control</td>
</tr>
<tr>
<td></td>
<td></td>
<td>128 x 112 x L21</td>
<td>CEA (TSI anomaly)</td>
<td>Internally calc.</td>
</tr>
<tr>
<td>HadCM3</td>
<td>r1i1p1</td>
<td>96 x 73 x L19</td>
<td>SBF + WLS back</td>
<td>PI Control</td>
</tr>
<tr>
<td></td>
<td></td>
<td>288 x 144 x L20</td>
<td>CEA (AOD)</td>
<td>PEA</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Model</th>
<th>Volcanic forcing (°C)</th>
<th>Solar forcing (°C)</th>
<th>GHG forcing (°C)</th>
<th>Sfc albedo fdbk (°C)</th>
<th>SW cloud fdbk (°C)</th>
<th>SW q fdbk (°C)</th>
<th>Lapse rate fdbk (°C)</th>
<th>LW q fdbk (°C)</th>
<th>LW cloud fdbk (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCSM4</td>
<td>-0.07 (23%)</td>
<td>-0.01 (2%)</td>
<td>-0.01 (3%)</td>
<td>-0.06 (20%)</td>
<td>0.01</td>
<td>-0.03 (8%)</td>
<td>-0.06 (18%)</td>
<td>-0.05 (17%)</td>
<td>-0.02 (8%)</td>
</tr>
<tr>
<td>MPI</td>
<td>-0.09 (39%)</td>
<td>-0.01 (4%)</td>
<td>-0.01 (5%)</td>
<td>-0.03 (13%)</td>
<td>0.03</td>
<td>-0.03 (12%)</td>
<td>0.00 (0%)</td>
<td>-0.04 (20%)</td>
<td>-0.02 (7%)</td>
</tr>
<tr>
<td>GISS121</td>
<td>-0.09 (39%)</td>
<td>-0.01 (4%)</td>
<td>-0.01 (4%)</td>
<td>-0.03 (13%)</td>
<td>0.02</td>
<td>-0.02 (7%)</td>
<td>-0.01 (4%)</td>
<td>-0.05 (20%)</td>
<td>-0.02 (7%)</td>
</tr>
<tr>
<td>GISS124</td>
<td>-0.10 (40%)</td>
<td>-0.01 (4%)</td>
<td>-0.01 (4%)</td>
<td>-0.03 (13%)</td>
<td>0.02</td>
<td>-0.02 (7%)</td>
<td>-0.01 (5%)</td>
<td>-0.04 (18%)</td>
<td>-0.02 (8%)</td>
</tr>
<tr>
<td>IPSL</td>
<td>-0.02 (14%)</td>
<td>-0.01 (7%)</td>
<td>-0.01 (7%)</td>
<td>-0.02 (11%)</td>
<td>-0.03 (21%)</td>
<td>-0.01 (8%)</td>
<td>-0.01 (7%)</td>
<td>-0.04 (25%)</td>
<td>-0.00 (0%)</td>
</tr>
<tr>
<td>Mean</td>
<td>-0.07 (31%)</td>
<td>-0.01 (4%)</td>
<td>-0.01 (5%)</td>
<td>-0.03 (14%)</td>
<td>0.01</td>
<td>-0.02 (9%)</td>
<td>-0.02 (7%)</td>
<td>-0.05 (20%)</td>
<td>-0.02 (6%)</td>
</tr>
</tbody>
</table>
Figure 7.1. Proxy records of climate change over the past millennium. A) Arctic sea ice changes based on the relative abundance of IP25, a biomarker produced by sea ice algae, in a sediment core from the north coast of Iceland (Masse et al., 2008); B) ice cap extent in central Iceland from Hvitárvatn Lake sediment varve thickness (Larsen et al., 2011); C) multi-proxy NE Atlantic SST composite (Cunningham et al., 2013); D) Greenland temperature reconstruction (Kobashi et al., 2011); E) NH temperature anomalies based on a multi-proxy network and the climate field reconstruction method (Mann et al., 2009).
Figure 7.2. Climate forcings and global surface air temperature through the last millennium in the CMIP5 models: A) Aerosol optical depth from the Crowley et al. (2000) data set (blue bars) and estimated from the Gao et al. (2008) data set (red bars) by dividing sulfate loading by 150 Tg (Stothers, 1984). B) Globally averaged surface air temperature anomaly (relative to 950-1200 AD) in each last millennium simulation. C) Globally averaged surface air temperature anomaly for the multi-model ensemble mean of the last millennium simulations (blue) and the control simulations (green) where solid lines represent the multi-model mean and shading represents ±1σ. Temperature anomalies are calculated relative to years 100-350 in each data set and annually averaged data were smoothed with a Gaussian filter with σ = 3 years. D) Concentration of CO₂, CH₄, and N₂O. E) Changes in insolation at 65°N in JJA (blue) and 65°S in DJF (red). F) Globally averaged insolation anomalies (relative to 950-1200 AD) for the solar forcing data sets outlined in Table 7.1.
Figure 7.3. Mean NH temp anomaly from CMIP5/PMIP3 models (blue) and from 521 proxy-based ensemble estimates (black; Frank et al. 2010; based on 9 different large-scale NH temperature reconstructions spanning the last millennium, recalibrated to annual NH temperatures over all possible decadal intervals > 40 years during the 19th-20th centuries in order to consider uncertainty in the individual records as well as in the slope and intercept of the calibration). Temperature anomalies are calculated relative to the MCA (950-1200 CE) and annually averaged data were smoothed with a Gaussian filter with $\sigma = 3$ yrs. Solid lines represent the multi-model/multi-reconstruction mean and shading represents $\pm 1\sigma$. 
Figure 7.4. LIA (1600 – 1850 AD) minus MWP (950-1200 AD) surface air temperature changes in the CMIP5/PMIP3 simulations.
Figure 7.5. LIA (1600 – 1850 AD) minus MWP (950-1200 AD) sea ice concentration changes in the CMIP5/PMIP3 simulations.
Figure 7.6. Decomposition of radiative forcings in the CMIP5/PMIP3 last millennium simulations into contributions from volcanic aerosols, solar output, orbital configuration and the well-mixed GHGs for the period from: A) 1200-1450 CE, B) 1400-1650 CE and C) 1600-1850 CE, relative to the MCA (950-1200 CE). Percentages in the brown, yellow, and blue boxes represent fractional contributions to total forcing from volcanic, total
solar (orbital and TSI), and total GHG (CO2, CH4, and N2O) forcings, respectively. Values below the bars represent total forcing in W/m². GRA, AJS, and CEA (at the top of the figure) indicate the volcanic forcing data set used.

Figure 7.7. Global cooling contributions due to volcanic, solar and GHG forcings and the SW and LW feedbacks compared to the total globally averaged temperature change between the LIA (1600 – 1850 AD) and MWP (950-1200 AD). The difference between the total cooling and the sum of the forcings and feedbacks is the Planck response. Global cooling contributions were not calculated for the HadCM3 and CSIRO last millennium simulations because relative humidity data were not available for HadCM3 (see text for details).
Figure 7.8. LIA climate feedback parameters calculated from the CMIP5/PMIP3 simulations for the SW (surface albedo, SW cloud, SW absorption, SW residual), LW (total LW, Planck response, lapse rate, LW water vapor and LW cloud, LW residual) and total feedbacks. Decomposition of feedbacks was not performed for the HadCM3 and CSIRO last millennium simulations (see text for details).

Figure 7.9. LIA (1600-18050 AD) minus MWP (950-1200 AD) globally averaged TOA energy flux changes due to forcings (volcanic, solar, greenhouse gas), SW feedbacks (surface albedo, SW cloud, SW absorption, SW residual), LW feedbacks (Planck, lapse rate, LW water vapor, LW cloud, LW residual) and globally averaged surface energy flux
Decomposition of feedbacks was not performed for the HadCM3 and CSIRO last millennium simulations (see text for details).

Figure 7.10. LIA (1600-1850 AD) minus MWP (950-1200 AD) changes in tropospheric lapse rate (calculated as a pressure-weighted average between 1000-200 mbar).
Global compilations of paleoclimate reconstructions underscore the complexity of changes in the climate system over the last millennium (e.g. PAGES 2k Consortium, 2013). These records generally paint a picture of widespread cooling across much of the globe from ca. 1250-1850 AD, albeit with variable magnitude, timing, and duration (Cunningham et al., 2013; Kobashi et al., 2011; Masse et al., 2008; Neukom et al., 2014; PAGES 2k Consortium, 2013). Surface temperature reconstructions suggest that average Northern Hemisphere (NH) temperatures cooled by ca. 0.5 °C between ca. 800-1000 AD and 1400-1850 AD (Hegerl et al., 2007; Mann et al., 2009; Marcott et al., 2013; Moberg et al., 2005), with cooling of up to 1.0-1.5°C in central Greenland (Kobashi et al., 2011). Sea ice reconstructions from the Arctic further suggest that Arctic sea ice was more extensive ca. 1300-1850 AD (Masse et al., 2008; Rasmussen and Thomsen, 2014). While sufficiently long and highly resolved proxy records are sparser in the SH, recent multiproxy reconstructions have pointed to somewhat weaker hemispheric scale cooling in the SH (Neukom et al., 2014).

In the tropics, a number of paleohydroclimate records provide evidence for substantial changes in tropical rainfall patterns over the last millennium. Oxygen isotope records from cave deposits in India and China, tree ring records from Southeast Asia, and relative abundances of foraminifera in marine sediment from the Arabian Sea generally suggest that summer monsoon rainfall in these regions weakened and extreme droughts prevailed during the LIA, ca. 650-250 yr BP (1300-1700 AD; Anderson et al., 2002; Buckley et al., 2010; Sinha et al., 2011; Wang et al., 2005a; Zhang et al., 2008). These rainfall changes are thought to have played a role in societal changes and contributed to the collapse of several major civilizations in India, China and Southeast Asia during this time (Buckley et al., 2010; Sinha et al., 2011; Zhang et al., 2008). While fewer proxy records exist from maritime regions, evidence from the northern tropical Pacific (based on microbiological and hydrogen isotopic records from lake sediments) and the western Atlantic (based on titanium concentrations in the Cariaco Basin) suggest that arid
conditions prevailed ca. 550-150 yr BP (1400-1800 AD; Haug et al., 2001; Sachs et al., 2009). South of the equator, increased rainfall in the Indo-Pacific Warm Pool is inferred ca. 600-100 yr BP (1350-1850 AD), based on oxygen isotopes of foraminifera (Newton et al., 2006). In addition, the El Junco Lake biomarker records (presented in Chapter 3) suggest that climatological rainfall in the eastern equatorial Pacific was increased ca. 700-500 yr BP (1250-1450 AD). Finally, proxy records from Peru and Brazil suggest that the South American summer monsoon intensified beginning ca. 1300 – 1500 AD and continued through 1800 AD, based on oxygen isotopes in cave deposits, authigenic calcite in lake sediments, and tropical glacier records (Vuille et al., 2012). Taken together, these tropical hydroclimate reconstructions provide evidence for a widespread (though not necessarily synchronous) southward shift of tropical precipitation during the LIA (Fig. 8.1).

It is well known from theory, observations and climate model simulations that shifts in the zonal average position of the ITCZ are strongly anti-correlated to changes in atmospheric heat transport across the equator (Donohoe et al., 2013; Frierson and Hwang, 2012; Kang et al., 2008). The ITCZ is the rising branch of the Hadley circulation, which is the primary driver of meridional atmospheric energy transport in the tropics. Vertically-integrated moist static energy flux occurs in the direction of the upper (poleward) branch of the Hadley cell (since the Hadley cell is a thermally direct circulation) while net moisture flux occurs in the direction of the lower (equatorward) branch of the cell (since humidity decreases with altitude). Because of this relationship, a hemispherically asymmetric change in net atmospheric heating causes the Hadley circulation to shift meridionally in order to bring the atmospheric energy balance back into equilibrium. It does so by shifting the position of the ITCZ. This relationship holds even when the heating occurs far from the tropics (Kang et al., 2009).

We perform a preliminary investigation of the possible mechanisms of a southward shifted ITCZ during the LIA, utilizing the last millennium simulations in the Coupled Model Intercomparison Project Phase 5 (CMIP5)/Paleoclimate Intercomparison Project Phase 3 (PMIP3). We evaluate the hypothesis that a southward shift of the ITCZ occurs during the LIA in the last millennium simulations due to anomalous northward cross-equatorial energy transport by the atmosphere (e.g. greater atmospheric cooling in the NH than the SH). For the purposes of this study, we characterize a meridional shift of the zonally averaged ITCZ by a change in tropical precipitation asymmetry (i.e. the area-integrated precipitation from 0-20° latitude in the
Following the methods outlined in Chapter 7, we employed the Approximate Partial Radiative Perturbation (APRP) method to quantify the hemispheric asymmetry of the shortwave forcings and feedbacks during the LIA. Seven model simulations were included in our analysis from six models run with different sets of forcings, which include solar, orbital, volcanic, and greenhouse gas forcings. We refer the reader to Chapter 7 for a detailed description of the models, their forcings, and a description of the Approximate Partial Radiation Perturbation Method (APRP) used in this analysis.

8.2 RESULTS

8.2.1 Simulated Changes in Cross-Equatorial Atmospheric Heat Transport and Tropical Precipitation During the LIA

As demonstrated in Chapter 7, global cooling is observed in all CMIP5/PMIP3 last millennium simulations from ca. 1200-1850 AD relative to the first 350 years of the simulations with substantial multi-decadal to centennial-scale temperature variability and pronounced minima corresponding with volcanically active periods (Fig. 7.2). As in Chapter 7, we define the LIA as the time period from 1600-1850 AD and compare conditions during this time to the MWP, which we define as 950-1200 AD. (These time periods are chosen as they generally represent the minimum and maximum, respectively, in globally averaged temperature in the simulations). While LIA cooling is observed in all models, large differences in both the amplitude and spatial pattern of the cooling are observed among models (Fig. 7.4). These differences are particularly pronounced when comparing the interhemispheric differences. For instance, while high latitude cooling is pronounced in both the northern hemisphere (NH) and southern hemisphere (SH) in CCSM4, the GISS simulations demonstrate substantial warming in the Antarctic. These hemispheric differences are reflected in sea ice changes - while Artic sea ice extent increases in all model simulations, Antarctic sea ice extent decreases in the two GISS simulations (Fig. 8.2). Surface albedo increases over northern Eurasia, presumably due to increased snow cover, are also pronounced in all simulations except IPSL and CSIRO (data not shown). Through their role in the atmospheric energy budget, these hemispheric asymmetries in sea ice and snow cover are likely to have important implications for changes in tropical precipitation.
The change in the global cross-equatorial atmospheric heat transport and associated change in tropical precipitation asymmetry between the LIA and the MWP is shown in Fig. 8.3 for all seven model simulations analyzed. Anomalous northward cross-equatorial atmospheric heat transport occurs during the LIA in six out of the seven simulations, which shifts the ITCZ southward in those models. In one model, IPSL, anomalous southward atmospheric heat transport occurs that shifts the ITCZ northward. While a southward shift in tropical precipitation occurs in all but one simulation, the changes in precipitation asymmetry are small (representing a ca. -15% to +10% change in precipitation asymmetry across models). To put the magnitude of these changes into context, the multi-model mean change in tropical precipitation asymmetry in the last millennium simulations (10 mm/yr) is approximately half that associated with the Sahel drought of the 1950s-1980s as simulated by the CMIP5/PMIP3 ensemble mean (20 mm/yr; Hwang et al., 2013). The mean change in the tropical precipitation centroid (defined as the median of zonal average precipitation from 20°S to 20°N) is -0.03° in the last millennium simulations (data not shown), which is ca. 15% as large as the -0.2° multi-model mean from the PMIP2 Last Glacial Maximum simulations (Donohoe et al., 2013).

The southward shift in tropical precipitation is manifested in the different model simulations in largely disparate ways. However, some common features emerge, as shown in Fig. 8.4 (the multi-model mean precipitation anomaly where stippled regions show where 6 out 7 of the simulations agree on the sign of the change). Robust precipitation changes across the simulations include decreased precipitation in the northern branch of the Pacific ITCZ, the far Western Pacific Warm Pool and parts of Asia, as well as increased precipitation in the equatorial Atlantic, near the eastward extent of the South Pacific Convergence Zone and in the tropical North Pacific. Comparing the simulated precipitation changes with the paleohydroclimate reconstructions from Fig. 8.1, we see some evidence of agreement, including decreased precipitation in parts of India and Asia as well as under the northern branch of the ITCZ in the central tropical Pacific (Fig. 8.4). While the changes in precipitation result in a decreased zonal mean NH-SH precipitation asymmetry, it is unclear to what extent this precipitation asymmetry is purely due to thermodynamic scaling principles (i.e. a wet-get-drier, dry-get-wetter scenario associated with global cooling) and to what extent it is tied to circulation changes in the atmosphere. We are currently pursuing these lines of inquiry.
8.2.2 Attribution of Cross-Equatorial Atmospheric Heat Fluxes During the LIA

Possible sources of asymmetric atmospheric cooling during the LIA include asymmetry in the climate forcings (e.g. the volcanic forcing), symmetric forcing (due to the seasonal cycle in planetary albedo), and asymmetry in the climate feedbacks, including those associated with changes in surface albedo and clouds. In addition, asymmetry in the surface energy fluxes (e.g. through a change in the Atlantic Meridional Overturning Circulation) could lead to asymmetric atmospheric cooling.

In order to evaluate which mechanisms give rise to the anomalous northward cross-equatorial atmospheric energy transport during the LIA in the last millennium simulations, we applied the APRP method outlined in Chapter 7. The net shortwave (SW) energy fluxes at the surface and top of the atmosphere (TOA) were quantified and decomposed into contributions from climate forcings and feedbacks. In contrast to the approach used in Chapter 7, here we perform the analysis separately for each hemisphere. Changes in the hemispheric asymmetry of the SW energy fluxes are shown in Fig. 8.5 and 8.6. Energy fluxes are reported as NH minus SH, where negative terms indicate more NH cooling and positive terms indicate more SH cooling. Clear-sky radiation data for CSIRO was not available at the time of analysis, thus this simulation was omitted from the analyses.

In all models simulations, net (downward) TOA SW fluxes decreased more in the NH than the SH during the LIA (Fig. 8.5), although in the IPSL simulation this asymmetry is very small. The asymmetry in the SW fluxes is opposed by the LW fluxes - i.e. outgoing longwave radiation (OLR) decreases more in the NH than the SH. To first order, this can be explained by the Planck response, in which the asymmetry in OLR is tied to the greater cooling of the NH versus SH (which is expected due to the greater distribution of landmass in the NH, which because of its lower heat capacity, cools faster than the ocean). When the changes in the net vertical surface fluxes are added to those at the TOA, we see that the NH atmosphere loses heat with respect to the SH in all but one of the models (IPSL) as depicted in Fig. 8.3. These changes are consistent with the anomalous northward cross-equatorial energy transport observed in six of the model simulations.

Decomposition of the changes in net TOA SW into contributions from changes in total solar irradiance (TSI), volcanic forcing, SW cloud feedback and surface albedo feedback from the APRP method is shown in Fig. 8.6. In all models, solar forcing contributes very little to
asymmetry in the TOA SW fluxes. In contrast, volcanic forcing contributes to greater cooling in the NH in all model simulations— in MPI and CCSM4 this term dominates the asymmetry of the TOA SW energy fluxes, while in IPSL this term is very small. The asymmetry of the volcanic forcing is greatest in CCSM4, which is the only model to use the volcanic forcing data set from Gao et al. (2008), which has a substantially larger aerosol loading in the NH than SH during the LIA (data not shown). This is in contrast to the Crowley (2000) data set used by the GISS, MPI, and HadCM3 models, in which the symmetry is much weaker. The IPSL simulation prescribed volcanic forcing from Ammann et al. (2007), however, due to details of the implementation, slow daily decreases in the extinction values of the volcanic aerosols occurred (J.-L. Dufresne and M. Khodri, personal communication). These issues may have led to the weak asymmetry in both the forcing and feedbacks in this model.

Climate feedbacks also contribute to the asymmetry in the TOA SW fluxes. In all models except IPSL, the surface albedo feedback contributes to greater cooling of the atmosphere in the NH, thereby reinforcing the asymmetry provided by volcanic forcing. This result is consistent with the fact that most models demonstrate a greater increase in snow and/or sea ice cover in the NH than SH during the LIA (Fig. 8.2, Fig. 7.5). This surface albedo feedback is the dominant contributor to the asymmetry in the net TOA SW flux in three out of the six simulations (GISS 121, GISS 124 and HadCM3). The asymmetry in the surface albedo feedback is largest in the GISS simulations, which also demonstrate the largest asymmetry in sea ice response. In HadCM3, the hemispheric asymmetry in surface albedo is largely driven by changes in snow cover (data not shown).

Unsurprisingly, there is no consistency among models on the sign of the asymmetry in the SW cloud feedback. This term is weak in all simulations except CCSM4 and GISS124, in which the SW cloud feedback opposes the hemispheric asymmetry induced by the volcanic forcing and surface albedo feedback. In the IPSL simulation, all components of the net TOA SW flux demonstrate weak asymmetry; the small anomalous southward cross-equatorial heat transport shown in Fig. 8.3 is driven by the weak asymmetry in the net surface fluxes (Fig. 8.5).

Taken together, these results indicate that the simulated anomalous northward cross-equatorial heat transport in the atmosphere during the LIA (associated with the southward shift in tropical precipitation) occurs primarily due to the volcanic forcing and the snow and sea ice feedbacks.
8.3 Summary

Tropical hydroclimate records provide evidence for a widespread southward shift of tropical precipitation during the LIA. We perform a preliminary investigation of the possible mechanisms of a southward shift of the ITCZ during the LIA, utilizing the last millennium runs in the CMIP5/PMIP3 archive. In general agreement with tropical paleohydroclimate reconstructions, a southward shift of the zonally averaged ITCZ occurs during the LIA (1600-1850 AD) with respect to the MWP (950-1200 AD) in six out of seven last millennium simulations analyzed. This southward shift of the ITCZ was tied to anomalous northward atmospheric energy transport across the equator during the LIA. Through the use of the APRP method to decompose the changes in TOA SW fluxes into contributions from the individual climate forcings and feedbacks, we determined that greater cooling of the NH (with respect to the SH) during the LIA was driven by asymmetric volcanic forcing (i.e. greater loading of volcanic aerosols in the NH), as well as from the asymmetry in the snow/sea ice response (i.e. greater snow and sea ice response in northern Eurasia and the Arctic than the SH). However, because the asymmetric SW fluxes are opposed by changes in OLR, the changes in cross-equatorial atmospheric heat transport, and thus the associated shifts of the zonally averaged ITCZ, are modest.

Future work will involve investigating the spatial structure of the tropical precipitation features and evaluating to what extent the changes in zonally averaged tropical precipitation asymmetry can be explained through thermodynamic scaling principles versus changes in atmospheric circulation. However, our results indicate that the robust simulation of past tropical hydroclimate changes critically hinges on robust reconstructions of the distribution of volcanic aerosols as well as on processes that determine changes in snow and sea ice extent.
Figure 8.1. Summary of paleohydroclimate reconstructions of the early LIA (1250-1500 AD) and late LIA (1500-1850 AD) relative to the MWP (950-1200 AD; or to the last 100 years if MWP data is not available). Paleo records are from (Haug et al., 2001), (Wang et al., 2005a), Newton et al. (2006), Zhang et al. (2008), Sachs et al. (2009), Sinha et al. (2011), Vuille et al. (2012), Atwood and Sachs (2014), and references therein. Modern mean annual rainfall (grey shading) is from the GPCP Version 2.2 Combined Precipitation Data Set (http://www.esrl.noaa.gov) for the period 1979-2010 AD.
Figure 8.2. Change in sea ice area concentration during the LIA (1600-1850 AD) relative to the MWP (950-1200 AD).

Figure 8.3. Change in zonal mean tropical precipitation asymmetry in the LIA (1600-1850 AD) relative to the MWP (950-1200 AD) versus the change in cross-equatorial atmospheric energy transport in the last millennium simulations.
Figure 8.4. Multi-model mean change in precipitation during the LIA (1600-1850 AD) relative to the MWP (950-1200 AD) (colors) overlaid on contours of mean annual precipitation over the MWP. The stars indicate the paleohydroclimate records shown in Fig. 8.1.
Figure 8.5. Difference in NH minus SH vertical energy flux in the atmosphere during the LIA (1600-1850 AD) relative to the MWP (950-1200 AD) due to contributions from: TOA SW, TOA LW, surface fluxes and their sum, $F_a$ (the net change in the vertical atmospheric energy flux). Negative values indicate a decrease of vertical energy fluxes into the atmosphere in the NH with respect to the SH.
Figure 8.6. Difference in NH minus SH vertical energy fluxes in the atmosphere during the LIA (1600-1850 AD) relative to the MWP (950-1200 AD) due to contributions from: solar forcing, volcanic forcing, SW cloud feedback and surface albedo feedback.
Chapter 9. CONCLUSIONS

In Chapters 2-4, we presented a new set of hydroclimate reconstructions from the eastern equatorial Pacific that spans the last 9100 years. Past changes in (total) climatological rainfall and rainfall associated with El Niño events were reconstructed from the Galápagos Islands using the sedimentary distribution, accumulation rate, and hydrogen isotope composition of four lipid biomarkers in the sediment of El Junco Lake, San Cristóbal Island. In Chapter 2 we presented an idealized isotope hydrology model of El Junco Lake in to facilitate the interpretation of these rainfall reconstructions. In addition, we compared the biomarker records to meteorological rainfall data over the modern period and demonstrated that the comparisons broadly support our interpretation of the proxy records. We propose that these reconstructions offer valuable insight into past tropical Pacific climate change, due to their location in the heart of the eastern equatorial Pacific where the local hydroclimate is highly sensitive to both El Niño events and to movements of the eastern Pacific ITCZ.

In Chapter 3, we extended these biomarker records to span the last 9100 years and compared the rainfall reconstructions to other tropical hydroclimate reconstructions in the region. Multi-decadal to millennial scale oscillations of (total) climatological rainfall and rainfall associated with El Niño events are inferred from the eastern equatorial Pacific over the Holocene. Most of the large (total) climatological rainfall changes that occurred at El Junco Lake during the Holocene were opposed by changes in climatological rainfall associated with El Niño events, from which we infer that the changes in total climatological rainfall were driven by non-El Niño processes, such as meridional displacements of the eastern Pacific ITCZ.

Many of the pronounced changes in total mean annual rainfall inferred from the El Junco Lake biomarker records have counterparts in hydroclimate reconstructions from central-eastern Brazil and coincide with periods of notable tropical hydroclimate and high latitude climate changes. The driest conditions of the Holocene are inferred at El Junco Lake ca. 1200-950 yr BP (750 AD-1000 AD), at a time when widespread aridity was recorded in tropical hydroclimate records that span Mesoamerica, South America and Saharan Africa. Anomalously wet conditions at El Junco Lake and central-eastern Brazil ca. 8500-8000, 5500-5000, and 4000 yr BP appear to have broadly coincided with widespread northern tropical aridity, suggesting that tropical rainfall patterns may have been shifted southward during these intervals, possibly in association with
high latitude climate changes. In contrast to continental monsoon records, the El Junco Lake biomarker records do not provide support for monotonic trends in ENSO variability or the position of the ITCZ in the eastern equatorial Pacific in response to precessional forcing through the Holocene.

Chapter 4 focused on the period of anomalously high total climatological rainfall and reduced El Niño rainfall inferred at El Junco Lake around the time of the “8.2 ka event”. By comparing the El Junco Lake rainfall reconstructions to other regional hydroclimate reconstructions and implementing a simple set of idealized simulations with a linearized ocean-atmosphere model of the tropical Pacific (LOAM), we propose that a possible mechanism of the rainfall changes at El Junco Lake was the following: the large meltwater pulse to the North Atlantic ca. 8300 yr BP produced a global southward shift of tropical rainfall, including a southward shift of the ITCZ in the eastern Pacific, that gave rise to reduced ENSO variability through associated tropical Pacific mean state changes that increased the stability of the coupled ocean-atmosphere system.

In Chapter 5, we further evaluated the relationship between North Atlantic freshwater forcing, tropical Pacific mean state changes, and ENSO variability using simulations with a fully coupled global climate model, CESM, in tandem with LOAM. Simulations were performed in which a large freshwater perturbation was applied to the North Atlantic and the response of the mean state and variability of the tropical Pacific were evaluated. In support of the El Junco Lake hydroclimate reconstructions, the CESM simulations demonstrate a southward shift of the Pacific ITCZ and reduced ENSO variability in response to North Atlantic freshwater forcing. Simulations with LOAM indicate that the reduced ENSO variability is caused by subsurface warming in the tropical Pacific (driven by increased equatorial wind stress through changes in the wind stress curl) and wind-driven surface cooling, both of which decrease the coupling between the tropical Pacific atmosphere and ocean.

In Chapter 6, we investigated the source of large, low frequency, unforced changes in ENSO variability in a General Circulation Model (GFDL CM2.1). Using the intermediate complexity model from Chapters 4 and 5, we evaluated whether the low frequency variability in CM2.1 could be explained by mean state changes in the tropical Pacific. The results suggest that a two-way feedback operates between ENSO and the mean state of the tropical Pacific in CM2.1, whereby random forcing and nonlinear dynamics produce low frequency changes in ENSO.
variance that are then counteracted by mean state feedbacks. We further demonstrated that the overly strong nonlinear behavior in the model produces large biases in the distribution of multi-decadal variability. We concluded that the range of multi-decadal ENSO variance in the 2,000 year control run of CM2.1 is nearly twice that expected from a linear system with realistic variance.

Finally, in Chapter 7 and Chapter 8 we evaluated the mechanisms of global cooling and tropical hydroclimate changes during the Little Ice Age (LIA). In Chapter 7, we quantified the contributions of the various climate forcings and feedbacks to global cooling during the LIA in the CMIP5/PMIP3 last millennium simulations. We found that volcanic forcing comprised 77% of the total forcing for the period 1600-1850 AD (relative to 950-1200 AD). A feedback analysis demonstrated that the dominant climate feedbacks were the water vapor and lapse rate feedbacks, which combined were responsible for 36% of the LIA cooling in the models. In addition, the surface albedo feedback (through sea ice growth and increased snow cover) was the dominant positive shortwave feedback, responsible for 14% of the LIA cooling on average.

In Chapter 8 we perform a preliminary analysis of the changes in tropical precipitation in the CMIP5/PMIP3 last millennium simulations in order to evaluate potential mechanisms of a southward shifted of the ITCZ, as has been inferred from a number of tropical hydroclimate records. We demonstrated that a weak southward shift in zonally averaged tropical precipitation occurs in 6 of the 7 model simulations analyzed that is associated with anomalous northward atmospheric energy transport across the equator during the LIA. We demonstrated that greater cooling of the NH (with respect to the SH) during the LIA is driven in the model simulations by greater loading of volcanic aerosols in the NH, as well as from the asymmetry in the snow and sea ice response. Future work will involve investigating the spatial structure of the tropical precipitation changes and evaluating the relative influence of thermodynamic versus atmospheric circulation changes on the changes in zonally averaged tropical precipitation.
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APPENDIX A

FIELD METHODS

Multiple overlapping sediment cores down to 372 cm depth were collected in September 2004 from 6 m water-depth using a Nesje piston corer (9 cm dia.) and an adapted Livingston-type corer (7 cm dia.) designed to recover the undisturbed sediment-water interface. Unconsolidated near-surface sediment was sectioned at 1 cm intervals on-site and was stored frozen prior to analysis. Whole cores were transported to J. Overpeck’s lab at the University of Arizona where they were split, imaged, and placed on a common depth scale. The resulting composite sediment sequence was subsampled in 0.5 or 1 cm increments at 5 cm intervals.

AGE MODEL

Age model uncertainty was calculated following the method of Anchukaitis and Tierney (2013), in which a Monte Carlo approach was used to iteratively resample the probability distributions of the dated samples 10,000 times to create an ensemble of age models. The probability distributions of the $^{210}$Pb-dated samples were taken to be Gaussian functions while those of the $^{14}$C-dated samples were taken from OxCal 4.2 calibrations (Bronk Ramsey, 2009), using the ShCal04 curve. Age uncertainty bounds are taken to be the 68% confidence interval from the ensemble. This age error ranged from a few years in the upper layers of the sediment to 150 years in the deepest layers.

LIPID EXTRACTION AND PURIFICATION

Sediments were freeze-dried and heneicosanol ($n$-$C_{21}$ alcohol) was added as a recovery standard prior to accelerated solvent extraction (Dionex ASE 200) using three cycles of dichloromethane (DCM) and methanol (MeOH) (9:1) at 100 °C and 1500 psi. The total lipid extract (TLE) was evaporated under a gentle N$_2$ stream using a Turbo-vap system (Caliper, Hopkinton, MA, USA). Neutral and polar lipids were separated from sediment extracts on aminopropyl SPE cartridges (Burdick & Jackson, 500 mg/4 mL) with DCM and isopropyl alcohol (IPA) (3:1 v/v), followed by 4% acetic acid (HOAc) in diethyl ether (Et$_2$O). The neutral fraction was applied to a column
of 5% water-deactivated Si gel and separated into hydrocarbon, wax ester, sterol/alcohol, and polar fractions with hexane, 10% ethyl acetate (EtOAc) in hexane, DCM, and MeOH, respectively.

Dinosterol was purified from the sterol/alcohol fractions via normal phase (NP)- and reverse phase (RP)- high performance liquid chromatography (HPLC) based on the methods presented in Atwood and Sachs (2012). An Agilent 1100 HPLC with an integrated autoinjector, quaternary pump, and fraction collector was coupled to an Agilent 1100 LC/MSD SL mass spectrometer with a multimode source that was operated in positive atmospheric pressure chemical ionization (APCI+) mode. A HPLC pump (Waters 510) delivered additional solvent (iso-octane for NP-HPLC and MeOH for RP-HPLC) at 0.3 mL/min to the mass spectrometer for optimal ionization efficiency.

During NP-HPLC, sterol/alcohol fractions were dissolved in 100 µL of 15% DCM in hexane for injection. Dinosterol was eluted from a Prevail Cyano column (250 mm x 4.6 mm x 5 µm) with a mobile phase of 15% DCM in hexane at a flow rate of 1.5 mL/min. During RP-HPLC, sterol/alcohol fractions were dissolved in 25 µL of DCM/MeOH (2:1) and injected onto an Agilent ZORBAX Eclipse XDB-C18 analytical column (250 mm x 4.6 mm x 5 µm) with a mobile phase of 5% H2O in MeOH at 1.5 mL/min.

Mass spectra were acquired in selected ion monitoring (SIM)/scan mode. Dinosterol (MW = 428) was identified by the m/z 411 signal that results from the loss of water and addition of a hydrogen atom (M – 18 + H)⁺. Fractions were collected in 1 min intervals and 3–4 were typically combined based on m/z 411 peak retention times in order to quantitatively recover the analyte.

**BIOMARKER IDENTIFICATION/QUANTIFICATION**

Dinosterol and C30 keto-ols were identified via gas chromatography- mass spectrometry (GC-MS). A known amount of 5α-cholestane was added to samples as a quantification standard prior to injection. One aliquot of each sterol/alcohol fraction of the sediment samples was silylated for identification purposes while a second aliquot was acetylated for quantification and isotope analysis. Silylated samples were derivatized with 10 µL pyridine and 20 µL bis(trimethylsilyl)trifluoroacetamide (BSTFA) and heated at 60 ºC for 1 hr. Acetylated samples were derivatized with 20 µL pyridine and 20 µL acetic anhydride at 70 ºC for 30 min.
GC-MS acquisitions were performed on an Agilent 6890N GC coupled to an Agilent 5975 Mass Selective Detector with either a non-polar Agilent DB-5ms capillary column (60 m x 0.32 mm x 0.25 µm) or a mid-polarity Varian VF-17ms column. Samples were dissolved in toluene and injected in a split/splitless inlet operated in splitless mode at 300 °C. The oven was ramped from 60–150 °C at 15 °C/min, then to 320 °C at 6 °C/min, before holding at 320 °C for 28 min. The He carrier gas was held at 1.5 mL/min.

Ratios of C₃₀ ω16-keto-1-ol to C₃₀ ω20-keto-1-ol were quantified in sterol/alcohol fractions of sediment samples from GC-MS acquisitions in full scan mode. The relative proportion of keto-ol isomers was estimated from integration of the MS signal produced by fragment ions resulting from cleavage of the C-C bond adjacent to the mid-chain OTMS group.

Dinosterol was quantified in the sterol/alcohol fractions prior to HPLC purification via GC-MS in SIM mode using dinosterol and heneicosanol calibration standards. Following HPLC purification, the dinosterol samples were acetylated and analyzed on a Gas Chromatograph - Flame Ionization Detector (GC-FID) for purity assessment and quantification prior to isotope analysis. A known amount of 5α-cholestane was added to the samples as quantification standard. GC-FID analyses were performed on an Agilent 6890N GC-FID with an Agilent DB-5ms column (60 m x 0.32 mm x 0.25 µm). Samples were injected into a PTV inlet at 70 °C that ramped to 450 °C over a period of 5 min. The oven was held at 60 °C for 3 min before ramping from 60–220 °C at a rate of 20 °C/min, then from 220–325 °C at a rate of 2 °C/min under a constant flow of He at 2.5 mL/min.

C₃₄ botryococcene concentration data are published in Zhang et al. (2014). Identification and quantification methods of C₃₄ botryococcene can be found in Zhang and Sachs (2007) and Zhang et al. (2014).

δD Measurements

Hydrogen isotope measurements of dinosterol were performed on a Finnigan Delta V Plus Isotope Ratio Mass Spectrometer (IRMS) coupled to a Thermo Trace GC Ultra with a Varian VF-17ms FactorFour capillary column (60 m x 0.32 mm x 0.25 µm) and a pyrolysis reactor according to the methods described in Atwood and Sachs (2012). Samples were injected into a split/splitless inlet in splitless mode at 310 °C. The oven temperature was ramped from 100 °C to
220 °C at a rate of 20 °C/min, then at 2 °C/min up to 325 °C where it was held for 17 min. The carrier gas, He, was held constant at 2.6 mL/min. The pyrolysis reactor was maintained at 1400 °C. Isotope values, expressed as δD values, were calculated in Isodat software relative to VSMOW using a co-injection standard containing n-C32, n-C40, and n-C44 of known δD values (obtained from A. Schimmelmann, Indiana University, Bloomington, IN, USA). The measured isotope values of dinosterol were corrected for the addition of hydrogen atoms (of known δD value) that occurred during acetylation. Triplicate analyses were typically performed on each sample and mean values and standard deviations reported. Instrument performance was evaluated using H2 reference gas and a prepared standard of n-alkanes of known δD values. C34 botryococcene δD data are published in Zhang et al. (2014) wherein details of the measurements can be found.

STATISTICS

The significance of correlations between biomarker concentration and δD values was determined using a two-tailed Student t-test and a 95% confidence interval. The number of degrees of freedom was determined by dividing the length of the time series by the decorrelation time, where the decorrelation time was calculated from the most recent 2,000 years of data (when the sampling resolution was highest) using the statistical software, AnalySeries (Paillard et al., 1996).
APPENDIX B

DESCRIPTION OF HYDROLOGIC MODEL OF EL JUNCO LAKE

We constructed an idealized isotope hydrology model of El Junco Lake in order to simulate the hydrologic response of the lake to a change in climate. The model lake has a hydrologic balance that is governed by precipitation, evaporation, seepage, and overflow. The area of the lake is represented as an ellipse and the bottom slope as a 2\textsuperscript{nd} degree polynomial fit to a major radius of 160 m, minor radius of 145 m, and depth of 6 m. The lake catchment was prescribed as 0.08 km\textsuperscript{2}. The geometry of the lake in the modern simulation approximates El Junco Lake in surface area (0.03 km\textsuperscript{2}) and depth (6 m). An overflow channel located 2 m above the modern lake level was included in the model. Monthly rainfall in the modern simulation were based on historical data from the Bellavista weather station for the period 1987–1999 provided by the Charles Darwin Research Station (http://www.darwinfoundation.org; Trueman and d’Ozouville, 2010). Monthly rainfall during El Niño events was determined by averaging monthly rainfall during moderate-to-strong El Niño events in the historical record (Niño 3.4 SSTAs ≥ 1.0 °C; http://www.cpc.ncep.noaa.gov). To simulate the average seasonal cycle in the modern climate, during non-El Niño conditions the rainfall was prescribed to be 2.6 mm/day for 5 months of the year (the wet season) and 1.6 mm/day for 7 months of the year (the dry season). Rainfall during El Niño events was set to 8.9 mm/day for 1.5 years and the frequency of strong El Niño events was set to one every 13 years. The evaporation rate was prescribed as 2.3 mm/day (based on estimates made by Conroy, 2008). In order to maintain a mean lake level of ~ 6 m in the modern simulation given the observation-based estimates of P and E, a constant seepage rate of 2.5×10\textsuperscript{3} m\textsuperscript{3}/mo was added to the model.

To simulate the hydrologic response of the lake to a range of climate conditions, the wet season rainfall and El Niño rainfall were varied from 1.6–7.0 mm/day (in increments of 0.2 mm/day) and 1.6–17.0 mm/day (in increments of 0.3 mm/day), respectively. Wet season rainfall of 1.6 mm/day represents monthly rainfall throughout the year being equal to dry season rainfall (i.e. garúa), while wet season rainfall of 7.0 mm/day would be consistent with the mean annual position of ITCZ being shifted ca. 4º south of its modern position (estimated from GPCP...
precipitation data; http://www.esrl.noaa.gov). The rainfall rate during El Niño events ranged from the dry season rainfall rate (effectively eliminating El Niño events) to nearly doubling the amount of El Niño-related rainfall observed in the modern climate. The dry season rainfall and the evaporation rate were kept constant.

**DESCRIPTION OF ISOTOPE MODEL**

The isotope mass balance of a lake whose surface inflow and groundwater are assumed negligible is given by:

$$\frac{\partial}{\partial t} (V_L \cdot \delta D_L) = P \cdot \delta D_P \cdot A_{catch} - E \cdot \delta D_E \cdot A_L - O \cdot \delta D_O - S \cdot \delta D_S \quad (A.1)$$

where $V_L$ represents lake volume, $P$ and $E$ precipitation rate and evaporation rate, respectively, $A_L$ lake area, $A_{catch}$ area of the lake catchment, $O$ outflow, $S$ seepage, and $\delta D_L$, $\delta D_P$, $\delta D_E$, and $\delta D_O$ the hydrogen isotopic composition of the lake, precipitation, evaporation, and outflow, respectively. $\delta D_O$ and $\delta D_S$ are assumed to be in equilibrium with $\delta D_L$. $\delta D_P$ is calculated from the precipitation rate using the empirical relationship between climatological monthly precipitation and $\delta D$ of precipitation observed at tropical island stations from the Global Network of Isotopes in Precipitation (GNIP) database (http://www-naweb.iaea.org/napc/ih/IHS_resources_gnip.html; Bony, 2008):

$$\delta D_P = -3.9P + 6.6 \quad (A.2)$$

where $P$ is given in units of mm/day. $\delta D_E$ is calculated using the Craig-Gordon model as described in Horita et al. (2008):

$$\delta D_E = \frac{\alpha_{v/L} \cdot \delta D_L - h \cdot \delta D_A - (\varepsilon* + \varepsilon_K)}{(1-h)+10^{-3}\varepsilon_K} \quad (A.3)$$

$$\varepsilon_K = 12.5(1 - h) \quad (A.4)$$

$$\varepsilon* = (1 - \alpha_{v/L})10^{3} \quad (A.5)$$

where $\alpha_{v/L}$ is the equilibrium vapor-liquid fractionation factor ($\alpha_{v/L} < 1$), $h$ is the relative humidity calculated relative to the observed mean air temperature of 22.5 °C, $\delta D_A$ is the isotopic composition of atmospheric water vapor, and $\varepsilon_K$ represents the total kinetic isotope effect. Air temperature and relative humidity estimates were calculated from the Bellavista station data for the period 1987–1999 (http://www.darwinfoundation.org). Mean relative humidity was kept
constant at 90% in the model runs. A value of 0.9241 was used for $$\alpha_{V/L}$$ based on (Majoube, 1971) and assuming the lake temperature to be in equilibrium with the air temperature. $$\delta D_A$$ was calculated based on the assumption that the precipitation was in isotopic equilibrium with the local atmospheric water vapor (Horita et al., 2008). The initial $$\delta D_L$$ was set to 7.7‰ (based on lake water samples taken in Sept. 2004).

Each model simulation (with a uniquely prescribed set of El Niño and ITCZ rainfall values) was run for 130 years with a 1-month time step. To evaluate the hydrologic response of the lake to the varying climate conditions, changes in lake $$\delta D$$ were compared to the prescribed changes in El Niño and ITCZ rainfall.

**Modeled Lake Responses to ITCZ- and El Niño Rainfall Changes**

Analysis of the model simulations with imposed changes in El Niño and ITCZ rainfall indicate that changes in mean lake $$\delta D$$ scale linearly with the prescribed changes in total mean annual rainfall ($$\Delta P_T$$; Fig. 2.11A). In addition, changes in mean lake $$\delta D$$ during El Niño events scale linearly with the prescribed changes in mean monthly El Niño rainfall ($$\Delta P_{E}^*$$; Fig. 2.11B). Finally Fig. 2.11C demonstrates that, in our simple hydrologic model of El Junco Lake, mean lake $$\delta D$$ during non-El Niño conditions generally scales linearly with non-El Niño (i.e. ITCZ) mean annual rainfall ($$\Delta P_R$$), therefore suggesting that if the alternative interpretation of dinosterol $$\delta D$$ were to be adopted (as outlined in Chapter 2.3.1, that dinosterol $$\delta D$$ reflects the lake $$\delta D$$ during non-El Niño conditions), this proxy could be used directly as a proxy for changes in residual (i.e. non-El Niño) climatological rainfall. As noted in Chapter 2.3.1, this alternative interpretation of the dinosterol $$\delta D$$ data would be appropriate if the dinoflagellates only grew under non-El Niño conditions in the lake. However, we choose to adopt the more conservative approach outlined in Chapter 2.3.4.

As a final demonstration of the theory behind the El Junco Lake rainfall indices, three representative simulations of the lake model are shown in Fig. 2.10. The first simulation (Fig. 2.10A) depicts the transient lake response to modern climate conditions. The second simulation (Fig. 2.10B) depicts the lake response to a 40% reduction in rainfall during El Niño events and a 120% increase in wet season rainfall (consistent with the mean annual position of the ITCZ shifted south by ca. 2° latitude in this region, as estimated from GPCP precipitation data.
Given our assumptions concerning the growth conditions of the dinoflagellate and B. braunii, the decrease in mean lake δD would be recorded by a decrease in dinosterol δD. However, the decreased mean annual El Niño rainfall would produce a decrease in the sedimentary accumulation rate of botryococcene. The decreased monthly mean El Niño rainfall produces an increase in lake δD during El Niño events, which would be recorded by botryococcene δD. Consequently, the combination of decreased dinosterol δD and decreased botryococcene accumulation rate would be inferred as an increase in (ΔP_R), consistent with the prescribed conditions of increased ITCZ rainfall.

The final simulation (Fig. 9C) depicts the lake response to a 20% increase in rainfall during El Niño events and an elimination of the wet season (i.e. perpetual dry season) rainfall, simulating a climate in which the ITCZ is permanently north of El Junco Lake. The increase in El Niño rainfall results in a decrease in lake δD during El Niño events while the decrease in ITCZ rainfall results in a modest increase in mean lake δD. Such conditions would be recorded by increased dinosterol δD, increased botryococcene accumulation rates, and decreased botryococcene δD. The combination of increased dinosterol δD and increased botryococcene accumulation rate would be inferred as a decrease in (ΔP_R), consistent with the prescribed conditions of decreased ITCZ rainfall.
A reconstruction of mean lake level changes of El Junco Lake was developed based on the ratio of sedimentary keto-ol isomers derived from algae and ferns. C$_{30}$ $\omega$16-keto-1-ol (structure III in Fig. S1), produced by algae of the class Eustigmatophyceae (Méjanelle et al., 2003; Volkman et al., 1999; Volkman et al., 1992), and C$_{30}$ $\omega$20-keto-1-ol (structure V in Fig. S1), produced by the tree fern *Cyathea weatherbyana* (Atwood et al., 2014), comprise some of the most abundant keto-ols in El Junco Lake sediment. Because keto-ol production has also been found to occur through diagenetic alteration of diols (Ferreira et al., 2001), sources of the corresponding diols were also investigated. Similarly to their keto-ols counterparts, C$_{30}$ 1, $\omega$16-diols (structure IV in Fig. S1) have been reported in algae of the class Eustigmatophyceae (Méjanelle et al., 2003; Volkman et al., 1999; Volkman et al., 1992) C$_{30}$ 1, $\omega$20-diols (structure VI in Fig. S1) are produced by *Azolla microphylla*, an aquatic fern that populates the shoreline of El Junco Lake. Because C$_{30}$ 1, $\omega$20-diols and keto-ols are produced by terrestrial and shoreline ferns, while C$_{30}$ 1, $\omega$16-diols and keto-ols are produced by aquatic algae, it is expected that as the lake level increases, the input of C$_{30}$ $\omega$20-keto-1-ol relative to C$_{30}$ $\omega$16-keto-1-ol would decrease owing to two effects. Firstly, as the radius of the lake increases, the ratio of its surface area to its circumference increases as approximately $r/2$ ($\pi r^2/2\pi r$). Secondly, as the lake level increases, the catchment area (from the crater rim to the edge of the lake) decreases. Both of these effects should result in greater production of organic matter from aquatic organisms relative to terrestrial and shoreline vegetation during higher lake stands. Thus, we propose that the ratio of C$_{30}$ $\omega$16-keto-1-ol/$\omega$20-keto-1-ol serves as an indicator of El Junco Lake level, where greater abundances of the 1, $\omega$16 isomer relative to 1, $\omega$20 isomer indicate higher lake levels.

The ratio of C$_{30}$ $\omega$16-keto-1-ol/$\omega$20-keto-1-ol is anti-correlated to the dinosterol $\delta$D values over the last 3 kyr (r = -0.54, p < 0.05; Fig. 6C,D), in support of our interpretation of dinosterol $\delta$D as a proxy of mean rainfall changes. However, large differences in dinosterol $\delta$D and keto-ol records exist in the upper 5 cm of sediment. We hypothesize that these differences are due to a
lower degree of diagenetic transformation of diols to keto-ols in the surface sediment relative to deeper sediment. The idea is supported by the fact that the upper 5 cm sediment contain relatively high $C_{30} \, 1,\omega16$-diol/$\omega16$-keto-1-ol ratios as compared to deeper sediment (data not shown). Because only trace amounts of $C_{30} \, 1,\omega20$-diol exist throughout the sediment record (including in the upper layers), incomplete diagenetic transformation of $C_{30} \, 1,\omega16$-diol to $C_{30} \, \omega16$-keto-1-ol in the surface sediment would result in low $C_{30} \, \omega16$-keto-1-ol/$\omega20$-keto-1-ol ratios in the upper sediment layers, as observed.

We place more weight on the dinosterol $\delta D$ record than on the keto-ol record as a record of mean rainfall changes, for several reasons. Firstly, changes in the ratio of the characteristic ions of keto-ol isomers on a GC-MS does not have a 1:1 relationship with changes in the ratio of the concentration of the isomers. Unfortunately, the co-elution of keto-ol isomers precluded improved quantification. Secondly, the keto-ol proxy assumes that the concentration of algal biomass remained constant with changes in lake levels, which is likely to be an imperfect assumption. Additional uncertainties in the keto-ol record include environmental variables other than the hydrologic conditions of the lake influencing their relative input to the sediment and changes in the diagenetic alteration of these compounds under varying depositional conditions. Despite these limitations, the ratio of $C_{30} \, \omega16$-keto-1-ol/$\omega20$-keto-1-ol provides an independent record of past hydrologic conditions of El Junco Lake that supports many of the prominent trends in the dinosterol $\delta D$ record and thus strengthens the paleoclimate interpretations of the biomarker records.
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