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Abstract

We review the history of global climate model (GCM) development with
regard to Arctic climate beginning with the ACSYS era. This was a time of
rapid improvement in many models. We focus on those aspects of the Arctic
climate system that are most likely to amplify the Arctic response to anthro-
pogenic greenhouse gas forcing in the 20th and 21st centuries. Lessons from
past GCM modeling and the most likely near-future model developments are
discussed. We present highlights of GCM simulations from the new Hadley
Center Global Environmental Model (HadGEM1) and the Community Cli-
mate System Model version 3 (CCSM3), which we compare to a multi-model
ensemble mean from the models that participated in the World Climate Re-
search Programme’s third Coupled Model Intercomparison Project (CMIP3).
We discuss some ways that the selected models capture the late 20th century
Arctic climate even better than the CMIP3 model mean. These models have
considerably larger climate change in the Arctic than the CMIP3 model mean
by mid 21st century. Thus the surface warms by about 50% more on aver-
age north of 75°N in the selected models than in the CMIP3 model mean,
which amounts to more than three times the global average warming. The
sea ice thins and retreats 50-100% more in the selected models than in the
CMIP3 model mean. Further, the oceanic transport of heat into the Arctic
increases much more in the selected models than in other CMIP3 models and
contributes to the larger climate change.
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1 Introduction

The ACSYS era spanned a period of rapid development in global climate mod-
els (GCMs), especially with regard to polar climates. In 1992 experiments from
only four global atmosphere-ocean general circulation models appeared in the
Intergovernmental Panel on Climate Change supplementary assessment report
(IPCC, 1992), while more than 20 different models provided their output for
intercomparison in the most recent IPCC report (IPCC, 2007). Models in the
earlier IPCC were coarse-resolution, had relatively simple physics, and the
majority needed unphysical adjustments to the heat and moisture exchange
between the ocean and atmosphere.

Before the ACSYS era, new physics developed for GCMs were usually de-
signed and tested for midlatitude and tropical climate applications. The focus
steered clear of the polar regions probably because most modelers thought
that too little was known about polar processes and data were scarce (Ran-
dall et al., 1998). Programs like ACSYS have helped expand our knowledge
and observations of Arctic climate processes, so that GCM developers now
pay special attention to the polar regions and high-latitude model physics are
improving.

While early climate model development had little emphasis on high-
latitude processes, Arctic climate simulated by the models has long attracted
scientific attention. Even the earliest coupled atmosphere-ocean energy-balance
models had an amplified response at the poles when subject to an increase
in radiative forcing (Budyko, 1969; Sellers, 1969). Predictions in the early
1990s of future Arctic climate change were so dire that one of two questions
in the ACSYS mission (see http://acsys.npolar.no) read, “Is the Arctic cli-
mate system as sensitive to increased greenhouse gas concentrations as climate
models suggest?” But when comparing models and observations for the last
two decades of the 20th century, studies find that the multi-model ensemble
mean of the most current models agrees well with observed trends in Arc-
tic surface air temperature and sea ice extent (Arzel et al., 2006; Zhang and
Walsh, 2006; Wang et al., 2007). Now, after three successive record-setting
minima in the September sea ice extent since 2000, the question has turned
full circle, and studies are asking if models can keep pace with trends in the
observations (e.g., Stroeve et al., 2007).

In this chapter, we describe some of the key GCM developments with
regard to Arctic climate since the start of the ACSYS era (Section 2). We
focus on those aspects of the Arctic climate system that are likely the most
influential at amplifying the Arctic response to anthropogenic greenhouse gas
forcing in the 20th and 21st centuries, including the sea ice component, ocean-
atmosphere exchange and ocean mixing, and clouds. Next we present high-
lights of GCM simulations of the late 20th century climate and changes at
mid 21st century from two state of the art climate models and the multi-
model ensemble mean from the models that participated in the most recent
World Climate Research Programme (WCRP) Coupled Model Intercompar-
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ison Project, which is version 3 (CMIP3) (Meehl et al., 2007) (Section 3).
These same models were analyzed for the IPCC fourth assessment report. A
summary and future outlook are given at the end (Section 4).

2 GCM developments since the beginning of the ACSYS
era

2.1 Sea Ice Component

Prior to the ACSYS era, sea ice in GCMs was treated as a slab of a single
thickness that uniformly covered a grid box (e.g., sea ice could not co-exist
with an ice-free fraction). Usually any snow that fell on top of sea ice was
converted immediately to an equivalent sea ice thickness. Therefore the ther-
mal insulating capacity of snow was neglected and the surface albedo did not
depend explicitly on snow properties. Heat conduction through the sea ice
was calculated by assuming a linear temperature profile between the top and
bottom surfaces of the ice (as in the Semtner 1976 zero-layer sea ice model);
hence, sea ice had zero heat capacity and surface temperature changes lead to
no change in stored sensible heat. Surface albedo was highly parameterized to
artificially account for leads, snow cover, and melt ponds, usually by varying
with surface temperature and ice thickness. If the sea ice moved at all, it was
advected with the surface currents — in what is known as “free drift”. Once
the sea ice thickness reached some threshold (4 m was common) it was then
held motionless to prevent the sea ice from building to excess in regions of
convergence. Early GCMs that employed such sea ice models are described
in Washington and Meehl (1989), Manabe et al. (1991), and McFarlane et al.
(1992)

It is now well known that sea ice dynamics has a first-order influence on
the sea ice mean state, variability and sensitivity to radiative forcing. Hibler
(1980) showed that a motionless sea ice model would have the thickest ice cover
centered on the north pole, while a model with dynamics is needed to simu-
late the observed thick ice against Greenland and the Canadian Archipelago
coasts. Additional studies with uncoupled, sea ice-only models indicated that
adding sea ice dynamics to a sea ice component in a GCM would likely re-
duce the model’s sensitivity to radiative forcing (Hibler, 1984; Lemke et al.,
1990; Holland et al., 1993; Fichefet and Morales Magqueda, 1997). The results
suggest that sea ice dynamics acts as a negative feedback on sea ice thickness
because thinner ice more easily converges and deforms (building thickness dy-
namically and increasing winter open water formation and ice growth rates),
while thicker ice resists dynamical thickening. The association of sea ice dy-
namics with negative feedback was verified in at least three separate GCMs
where studies showed models with dynamics tend to retreat less in response to
increasing radiative forcing than the same model with sea ice held motionless
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(Vavrus, 1999; Holland et al., 2001; Hewitt et al., 2001; Vavrus and Harrison,
2003).

Among the first GCMs to include sea ice dynamics, several adopted the
cavitating fluid (CF) sea ice dynamics from Flato and Hibler (1992) (e.g., the
early NCAR and CSIRO models, see Pollard and Thompson 1994 and Gordon
and O’Farrel, 1997) because it offered simplicity and numerical efficiency to
describe the ice internal stress over the more comprehensive viscous-plastic
(VP) rheology (Hibler, 1979). The VP rheology takes into account failure
under compression and shear, while the CF physics disregard the influence
of shear stress. Both VP and CF treatments assume the amalgam of sea ice
floes and leads can be treated as a continuum. The first GCMs to employ the
full VP physics were the ECHAM4+OPYC3 model (Oberhuber, 1993) and
the ECHAM4+HOPE-G (ECHO-G) model (Wolff et al., 1997). Among the
models that participated in the first Coupled Model Intercomparison Project
(CMIP1, see Meehl et al., 2000), which are contemporaries of these early
GCMs with sea ice dynamics, 11 of 18 models had motionless sea ice and
another 3 had ice in free drift. The first Sea Ice Model Intercomparison Project
(SIMIP1), sponsored by ACSYS, took place roughly at the same time as
CMIP1 and compared sea ice models with different dynamics schemes (Lemke
et al., 1997). SIMIP1 investigators found that the VP rheology produced a
more realistic simulation than CF or free-drift models (Kreyscher et al., 2000).
In addition, they noted that the computational cost for the VP scheme was
marginal compared to the rest of a typical GCM. A more efficient numerical
scheme for ice rheology that could be adapted to parallel computing known
as the elastic-viscous plastic (EVP) soon became available that made sea ice
dynamics schemes even more attractive for GCMs (Hunke and Dukowicz,
1997; Hunke and Zhang, 2000; Zhang and Rothrock, 2000). Over half of the
CMIP3 models, the most recent coupled model intercomparison project, have
VP or EVP sea ice dynamics.

Sea ice thermodynamics still varies widely across sea ice components of
global climate models. An effort to improve model thermodynamics ushered
in the second Sea Ice Model Intercomparison Project (SIMIP2), which was a
joint initiative of the ACSYS/CliC Numerical Experimentation Group and the
GEWEX Cloud System Study, Working Group on Polar Clouds. One study
from this project showed that a multi-layer sea ice model that explicitly re-
solved brine pockets reproduced well the sea ice thickness and temperature
measured during the Surface Heat Budget of the Arctic Ocean (SHEBA) ex-
periment (Huwald et al., 2005). Global sea ice models have also shown how sea
ice thermodynamics influences the mass, heat, and freshwater balance of the
climate system. One-dimensional (Maykut and Untersteiner, 1971; Semtner,
1976) and global-scale (Holland et al., 1993; Fichefet and Morales Maqueda,
1997; Bitz et al., 2001) models showed that taking into account internal melt
in brine pockets in sea ice can shift the seasonal extrema in ice area and vol-
ume by up to several weeks. The GCMs also showed the mean distribution
of the sea ice and its growth and melt rates were altered substantially. Bitz
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and Lipscomb (1999) updated the thermodynamic sea ice model of Maykut
and Untersteiner (1971) to conserve energy and use faster numerics, and Bitz
et al. (2001) noted that implementing this scheme is a small portion of the
computational cost of running a full GCM. Nonetheless, it is still common
for GCMs to use the Semtner (1976) zero-layer thermodynamics (e.g., MPI
ECHAMS5 and MRI-CGCM2.3.2, see Marsland et al., 2003 and Yukimoto et
al., 2006). Still other models use a multi-layer approach that restricts their
influence to the upper ice layer after Semtner (1976) or Winton (2000) (e.g.,
GFDL 2.0 and 2.1 and CSIRO 3.0 and 3.5, see Delworth et al., 2006, and
O’Farrell, 1998). Only two CMIP3 models (NCAR CCSM3 and PCM, see
Holland et al., 2006) have adopted multi-layer thermodynamics with explicit
brine-pocket physics.

Snow cover insulates the underlying sea ice from atmospheric temperature
changes. Because snow has a higher albedo than sea ice, snow cover can delay
the onset of summer melt. Land surface schemes include complex multi-layer
representations of snow that allow freezing of surface melt and metamorpho-
sis of the snow grain size. However, at this time we know of no GCM that
has more than one resolved layer of snow properties on top of sea ice. One
practical reason why snow physics in sea ice models has lagged behind its
terrestrial counterpart is that each state variable in a sea ice model must be
transported with the sea ice motion, and transport schemes with desirable nu-
merical properties (e.g., high order, stable, and conservative) can be expensive.
However, a new sea ice transport scheme that uses incremental remapping by
Lipscomb and Hunke (2004) can efficiently transport large numbers of sea ice
state variables.

The parameterization of melt ponds and radiative transfer in the sea ice
and snow remains crude at best in GCMs. Heat and freshwater storage in
melt ponds was ignored altogether in CMIP3 GCMs (as far as we know).
Ponding was only considered to the extent that the surface albedo is typically
a function of surface temperature: when melting, the surface albedo of bare
sea ice is assigned a value that is meant to represent Arctic-wide conditions
with some average pond fraction (e.g., Briegleb et al., 2004). Yet a sophisti-
cated physical treatment of melt ponds was implemented in a single-column
sea ice model quite some time ago (Ebert and Curry, 1993). Recently a more
consistent treatment of the radiative transfer in melt ponds and sea ice was
developed in a one-dimensional sea ice model by Taylor and Feltham (2003).
In this case a two-stream radiative transfer scheme was used to compute
the surface albedo; absorption within the snow, ice, and pond; and transmis-
sion to the underlying ocean. Another radiative transfer method for sea ice
and melt ponds (Briegleb and Light, 2007) incorporates a Delta-Eddington,
multiple-scattering radiative transfer model to account for multiple scattering
from snow grains, bubbles, and brine pockets. We anticipate that these new
methods will soon appear in GCMs.

Another important aspect of sea ice physics is its varied distribution of
thicknesses that exists on the scale of a typical GCM grid box. In a given
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region, sea ice thickness is best described by the probability density of ice
thicknesses, known as the ice-thickness distribution (ITD). The ITD can be
considered at the interface of thermodynamics and dynamics, as both class of
processes fundamentally alters the ice time evolution. In models, the ITD is
represented by a number of ice thickness categories (or bins), including open
water, in each GCM grid cell. Growth and melt processes may shift the ice
between categories or create new thin ice, while deformation tends to break
up thin ice and raft it or pile it up into ridges, which broadens the probability
distribution and creates a long tail of thick ice. An increase in the resolution
of the ITD in a model increases the total ice volume (and thickness), and
hence the freshwater transport by sea ice is greater (Bitz et al., 2001; Holland
et al., 2001, 2006). Several GCMs implemented parameterizations of an ITD
in their latest versions (e.g., NCAR CCSM3 and PCM, UKMO HADGEM],
GFDL 2.0 and 2.1, and CNRM-CM3, see Holland et al., 2006, McLaren et al.,
2006, and Salas-Mélia, 2002).

2.2 Flux Adjustments, Ocean Parameterizations, and Grids

Flux adjustments were a common feature of models in the early ACSYS era,
which have been subsequently eliminated in most GCMs. Flux adjustments
are prescribed offsets added to the freshwater and/or heat flux. They are
intended to account for deficiencies in the coupled simulation that cause drift
in the ocean surface salinity and/or temperature. The offsets usually vary
from month to month but repeat year to year, and they are estimated by
computing the mismatch in surface fluxes that arise in uncoupled simulations
of the atmosphere and ocean with prescribed surface boundary conditions
(see e.g., Manabe et al., 1991). Flux adjustment typically can be eliminated
and a stable climate simulation can be achieved without them, by raising the
ocean component’s resolution and improving ocean mixing parameterizations
(e.g., Boville and Gent, 1998; Gordon et al., 2000). The elimination of flux
adjustments is a positive step in improving climate models, as they have been
shown to influence climate sensitivity (Gregory and Mitchell, 1997).

Many models also now incorporate a representation of the freshwater input
to the Arctic Ocean from continental river inflow, which is important for the
freshwater balance of the Arctic and the dynamics of the Arctic shelf areas.
Schemes are often very simple, with runoff at the land surface as a result
of snowmelt and rainfall less evapotranspiration in excess of the needs of the
model’s soil moisture intake. Runoff is routed into the ocean via defined basins
defined by the model’s surface topography.

Recent models without flux adjustments simulate the 20th century sea ice
cover or Arctic surface air temperature with about the same fidelity as models
with flux adjustments (e.g., Flato, 2004; Hu et al., 2004). Among the models
that do not have flux adjustments, many use a parameterization of advec-
tion by mesoscale eddies from Gent and McWilliams (1990) (GM). Poleward
heat transport by ocean mesoscale eddies tend to be large in high southern
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latitudes, and some studies have found that using the GM parameterizations
reduces the modeled sea ice extent in the Southern Hemisphere, but it has
little influence in the Northern Hemisphere (Hirst et al., 2000; Gent et al.,
2002).

Many ocean models have progressed from the rigid-lid approximation (with
zero vertical motion at the surface) to various free-surface formulations in the
past decade or so (Griffies et al., 2000). These new formulations permit more
realistic exchange of mass, energy, and momentum across the ice-ocean inter-
face. Even with the latest sea ice thermodynamic formulations that include
brine-pockets, ice-thickness distribution and melt ponds, proper conservation
is relatively straightforward (Schmidt et al., 2004). Instabilities have been
known to arise from the interaction of sea ice dynamics coupled to free sur-
face formulations, but they can also be avoided with relatively simple solutions
(Schmidt et al., 2004).

Ocean and sea ice models often share the same grid and many global
models in the past discretized their grid in spherical coordinates. The conver-
gence of meridians at the North Pole demanded very small time steps, filtering
small-scale variations in the zonal direction near the pole, and/or imposing
an artificial island at the pole. Griffies et al. (2000) point out that filtering
introduces noise and can destroy geostrophic and thermodynamic balances in
ocean models. In sea ice models, filtering can create unphysical negative ice
thicknesses and concentrations (Moritz and Bitz, 2000). Further the artificial
“shadowing” of fluid flow around an artificial island is undesirable. During
the ACSYS era much effort was placed on generalizing models to arbitrary
orthogonal curvilinear coordinates, which permit coordinate singularities to
be moved onto land. See Griffies et al. (2000) for a review of this practice in
ocean models and Hunke and Dukowicz (1997) for an example in a sea ice
model. Examples of CMIP3 models that use generalized orthogonal curvilin-
ear coordinates are GFDL CM 2.0 and 2.1 and NCAR CCSM3 (Delworth and
et al., 2006; Collins et al., 2006).

The Arctic Ocean Model Intercomparison Project (AOMIP; Proshutinsky
et al., 2001) has provided a coordinated effort to validate and improve model
simulations of the Arctic ocean. This has led to an improved understanding
of the processes affecting Arctic ocean conditions and circulation and sub-
sequent recommendations for model improvements. A recent special issue of
the Journal of Geophysical Research - Oceans (Proshutinsky and Kowalik,
2007) highlights many of these studies. As one example, AOMIP studies have
shown that tidal effects (which are not typically included in GCMs) can in-
crease ventilation of the Atlantic layer and thereby increase its heat loss with
subsequent impacts on the sea ice mass budget (Holloway and Proshutinsky,
2007). These studies suggest that Arctic ocean tidal effects have important
climate consequences and should be incorporated in future GCM ocean model
developments.
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2.3 Atmospheric Circulation and Clouds

Many GCMs have a systematic bias in the atmospheric surface circulation in
the Arctic with a tendency for the mean sea-level pressure to be too high over
the Arctic Ocean, except in the Beaufort and Chukchi seas in winter, where it
is too low (Walsh and Crane, 1992; Walsh et al., 2002; Chapman and Walsh,
2007). The across model variance of sea level pressure in late 20th-century
GCMs is larger in the Arctic than anywhere else in the Northern Hemisphere
(Walsh et al., 2002). Bitz et al. (2002) applied biases in the geostrophic winds
derived from AMIP1 models to a sea ice model and showed that the sea-level
pressure biases created severe errors in the sea ice thickness and ice transport
in the Arctic. These sea ice errors in turn had a first-order influence on the
freshwater exchange with the ocean surface.

Earlier intercomparison studies proved difficult at attributing biases in the
sea level pressure to any particular model parameterization or resolution (Bitz
et al., 2002). With higher resolution models available now, de Weaver and Bitz
(2006) found that surface winds gave rise to a better sea ice thickness pattern
in one model at T85 resolution compared to T42 (about 1.4°compared to
2.8°).

Capturing the true vertical structure of the Arctic circulation in GCMs
is also problematic. In at least one model, the Beaufort high in winter was
found to have a baroclinic vertical structure, counter to the barotropic verti-
cal structure in atmospheric reanalysis (de Weaver and Bitz, 2006). A study
comparing synoptic patterns in CMIP3 models found that GCMs tend to have
too frequent and too strong anticyclones in the Arctic winter (Cassano et al.,
2006).

The summertime Arctic surface circulation is dominated by a polar cy-
clone. The accompanying surface inflow and rising near the north pole, results
in a deep (thermally indirect) Ferrel cell north of the well-known polar cell.
These summertime features do not appear in most GCMs (Bitz et al., 2002;
deWeaver and Bitz, 2006). Such biases in the atmospheric circulation aloft
are bound to influence the import of heat and moisture from lower latitudes
and cloud formation in GCMs.

Clouds play an important role in climate regulation by absorbing and
scattering solar and terrestrial radiation. In the Arctic, the role and effect of
clouds on climate are more complex owing to the highly reflecting snow-ice
surface, low temperatures, variable amounts of water vapor, and the surface-
based wintertime temperature inversion (Curry et al., 1996). Observations
indicate that Arctic clouds act to warm the surface in winter and cool it for
a short period in summer (Shupe and Intrieri, 2004).

Early GCM cloud schemes were often purely diagnostic and many adapted
methods introduced by Slingo (1987) and Wetherald and Manabe (1988).
Cloud fraction parameterizations typically depended on cloud type, which in-
cluded convective and stratiform clouds (sometimes the latter was broken into
a number of more specialized types). Cloud amounts usually depended on the
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parameterized convective mass flux, temperature and relative humidity pro-
files, vertical velocity, and atmospheric stability. Cloud optical properties were
either based on prescribed fields or they scaled with the vertically integrated
water vapor (known as the precipitable water). Precipitation would result from
condensation that forms under supersaturated (or nearly supersaturated) con-
ditions. Condensate often fell immediately to the ground; although, it might
be reduced somewhat by evaporation along its path. Whether the condensate
was converted to snow usually depended on low-level temperature and often
the latent heat of fusion was neglected.

In a thorough review of the state of knowledge of Arctic cloud processes,
Curry et al. (1996) concluded that too little was known to properly model
cloud feedback and that Arctic specific parametizations of clouds were needed
in GCMs. Schemes for non-convective cloud schemes, which are the primary
challenge in modeling Arctic clouds (Curry et al., 1996), have seen improve-
ments. A major step forward can be realized with the treatment of cloud liquid
and ice condensate as prognostic variables — with individual equations that
describe their evolution in time. Such schemes permit condensation prior to
grid-box wide saturation and allow condensate to spend time within a cloud
before converting to precipitation. These features are necessary to simulate
ice condensate, which is needed to effectively dissipate moisture in winter.
Because ice condensate grows larger and therefore falls faster than liquid con-
densate, proper mixed-phase cloud schemes are needed to accurately simulate
cloud amount and optical properties (Beesley and Moritz, 1999). The MPI
ECHAM4 model was among the first GCMs to adopt a prognostic cloud wa-
ter scheme with explicit ice-phase physics (Sundquist et al., 1989), and the
effort returned one of the best simulations of Arctic clouds among the 18
uncoupled atmosphere models analyzed by Tao et al. (1996).

Yet Arctic clouds have been a major source of error in GCMs for decades.
Uncoupled atmosphere models of the early ACSYS era had Arctic average
cloud cover ranging from 30-90% in winter and 20-100% in summer, even
though sea ice cover and SST boundary conditions were prescribed from ob-
servations (Tao et al., 1996). In addition, Tao et al. (1996) found no associ-
ation between variations in the across-model winter cloud cover and winter
surface temperature. Randall et al. (1998) note that the absence of a positive
correlation is counter to observations.

More mature and fully coupled models that participated in CMIP2 have
a slightly narrower range in cloud cover, at 40-90% in winter and 40-80%
in summer (among the 9 models that reported cloud cover, see Holland and
Bitz, 2003). The most current CMIP3 models have not further narrowed the
wintertime range, but the summertime cloud cover in 21 of the 23 models has
narrowed to within 10% of the observed cover (Bitz and Holland, in prep.). Yet
CMIP3 models are still puzzling, as there is now a weak but significant negative
correlation between winter cloud cover and surface temperature across these
newer models (Bitz and Holland, in prep.).
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Some have argued that regional climate models (RCMs) offer a good plat-
form for developing and testing parameterizations for GCMs, especially for
cloud and radiation processes because the large-scale evolution of atmospheric
dynamics is constrained by prescribed lateral boundary conditions (Wyser
et al., 2007; Dethloff et al., 2008). Yet at this time, cloud fraction in the Arc-
tic has nearly as large a spread in RCMs as in GCMs. Interestingly, the cor-
relation between observed and modeled surface radiation fluxes individually
for longwave and shortwave radiation is much higher than for cloud fraction
in RCMs. Wyser et al. (2007) argue that this is because Arctic clouds are
frequently very thin, and thus radiation and cloud fraction are not well corre-
lated. Further they found evidence that more work is needed to properly model
the correct phase, size distribution, and ice crystal habit of cloud condensate.
Models exist that include ice fog and diamond dust (e.g. Girard and Blanchet,
2001), but the parameterizations are yet to be included in GCMs. Girard and
Blanchet (2001) suggest that diamond dust ought to induce a strong radiative
warming at the surface, but based on SHEBA data, Shupe and Intrieri (2004)
concluded that diamond dust has very little radiative impact.

2.4 Ice Sheet Modeling

A few GCMs have incorporated an ice sheet model (ISM) such that changes
to the global climate in the GCM can interact with the shape and extent of
a changing Greenland ice sheet. The interaction occurs through changes in
surface albedo as the ice sheet retreats or advances over bare soil, elevation-
temperature feedbacks, and through changes in the atmospheric and oceanic
circulation (Huybrechts et al., 2002; Ridley et al., 2005; Driesschaert et al.,
2007; Mikolajewicz et al., 2007). The coupled ISMs show that the Greenland
ice sheet declines for almost all future forcing scenarios, and Greenland’s ice
melts complete within 1-3 thousand years in the fastest warming scenarios. If
surface mass balance is considered alone, then it has been suggested (Gregory
and Huybrechts, 2006) that a global temperature rise of 3°C could trigger an
irreversible decline in the mass of the Greenland ice sheet. The resolution of
the atmospheric component of GCMs is too coarse to resolve the steep ice sheet
margins, a feature which is needed since the surface ablation is highest at the
low elevations of the margins. Consequently, high resolution (10-20km) three-
dimensional thermo-mechanical ISMs are coupled to the GCM. The coupling
interface allows surface temperature and precipitation to provide the surface
mass balance. The surface runoff combined with ice-berg calving, determined
by the ice dynamics, passes fresh water to the ocean. Surface ablation com-
bined with ice dynamics, provides a new ice sheet orography for the GCM
which influences atmospheric dynamics and surface albedo. Results from cou-
pled GCMs and ISMs show that even with the fastest warming scenarios,
the ice sheet melt water has only a minor influence on the Atlantic thermo-
haline overturning circulation and that atmospheric dynamics change after
~200 years of ice sheet decline. The inclusion of ISMs in GCMs allows for
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their influence on ocean salinity and sea level rise, and it provides a validation
of the carbon cycle and precipitation through comparison of ISM diagnostics
with observed ice cores.

3 CMIP3 Model highlights

In this section we highlight the simulated Arctic climate in the late 20th
century and mid 21st century in two state-of-the-art climate models that are
part of the CMIP3 dataset, the NCAR CCSM3 and UKMO HadGEM1. These
models made great strides in development during the ACSYS era. We analyze
the SRES A1B scenario for the 21st century where the rate of anthropogenic
greenhouse gas emissions increases during the first half of the 21st century,
and then slowly declines in the second half.

We compare the two selected models to the CMIP3 model mean (which
includes the two select models) and to observations, where possible. A list
of CMIP3 models is given in table 1 and much more information about the
model physics can be found at
http:www-pcmdi.llnl.govipcemodel _documentationipcc_model_documentation.php.
Sea ice output from GISS model EH and NCAR PCM were not available in
the CMIP3 model archive at the time we wrote this paper. The IPSL CM4
model is excluded from sea ice diagnostics because its sea ice thickness changed
abruptly at year 2000 owing to a change in aerosol forcing (S. Denvil, Per.
Comm.). The TAP FGOALS model is excluded from our analysis because the
sea ice in that model is about twice as extensive as observed and the mean
thickness in the Arctic is almost 10 m. A few other CMIP3 models are also
known to have severe biases in the Arctic, especially in the sea ice. Nonetheless,
we use all available models with equal weights in our multi-model ensemble
mean except as noted below. Each model contributes about 5% to the mean
and usually the extreme biases are not of a single sign, so the ensemble mean
is not significantly affected by any one model.

The selected models, CCSM3 and HadGEM]I, stand out as among the
most advanced in their sea ice physics, which include the elastic-viscous-
plastic rheology and an explicit ice-thickness distribution with deformation
and redistribution Bitz et al. (2001); Lipscomb (2001). CCSM3 has sea ice
with explicit brine pocket physics and a vertical temperature profile (Bitz and
Lipscomb, 1999). At least one study has argued that CCSM3 and HadGEM1
have the most realistic pattern of present-day Arctic sea ice thickness among
CMIP3 models (Gerdes and Kéberle, 2007), and they are the only models
that simulate recent Arctic summer ice retreat that is consistent with satel-
lite observations (Stroeve et al., 2007) (although other models might compare
favorably if they had run larger ensembles). Both models have free-surface
oceans and are free of flux adjustments. They have prognostic ice and lig-
uid condensate cloud physics, and above average horizontal resolution in all
components.
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3.1 Late 20th Century Climate

We begin by describing the surface air temperature near the end of the 20th
century. Figure la-c shows the annual mean bias in the models relative to
the ECMWF 40-yr reanalysis (ERA-40) (Uppala et al., 2005). The bias in
CCSMS3 in the Arctic is less than 2°C in most regions, except notably it is
too warm by 3-4°C just north of Novaya Zemlya and too cold by a similar
amount on Kamchutka and over southeastern Alaska. CCSM3 is also too cold
by about 4-7°C in the Labrador Sea, around the southern coast of Greenland,
and further southwards in the North Atlantic drift. HadGEM1 is about 4-8°C
too cold in a large swath over northern Canada and Alask, stretching out over
the western central Arctic and over eastern Asia. There are also cold spots
over Novaya Zemlya and eastwards over northern Russia. HadGEMI1 is also
cold in the North Atlantic drift, but much less so than CCSM3.

The difference between the two models in the Barents Sea is likely due
to the splitting of the West Spitzbergen current around Svalbard where the
western branch sinks and flows to the north and the eastern branch encounters
the Barents Sea shelf. HadGEM1 sends a greater portion of its warm Atlantic
water west of Svalbard, whilst CCSM3 sends too much to the east, where
it cannot sink at first and instead melts too much sea ice (Jochum et al.,
2008). This explanation is consistent with the pattern of net upward surface
heat flux in the two models (see Figs. 2a-b). The net surface flux maps the
convergence of ocean heat transport, assuming the change in heat stored in the
ocean column is small. Unfortunately, observational climatologies of surface
heat fluxes are not reliable enough in the Arctic and subpolar seas to compute
biases in Fig. 2.

The cold bias in CCSM3 in the Labrador Sea coincides with much too
extensive sea ice (see Fig. 3a) and 50-150W m~2 lower net surface heat flux
than in HadGEM1 (see Figs. 2a-b). The net surface heat flux on the south-
ern flank of the Gulf Stream is about 50W m~2 lower in CCSM3 than in
HadGEM1, consistent with the more negative surface air temperature bias
in this region in CCSM3. In the Pacific sector, the net surface heat flux in
HadGEMT1 is lower than in CCSM3 by about 25-50W m~2 and the sea ice is
more extensive in HadGEM1.

The region with the largest surface air temperature bias in the CMIP3
model mean is in the Barents Sea and along the sea ice edge east of Greenland
(see Fig. 1c). The sea ice edge is also on average too far south in this region
in the CMIP3 models (see Fig. 3c). The across-model standard deviation
in the annual mean surface air temperature varies most in the Nordic Seas
and around Iceland (see Fig. 1d). It is also large in the marginal ice zones,
especially in the Labrador Sea, Baffin Bay, and Davis Strait. The pattern
was similar in CMIP1 models (see Fig 6b of Walsh et al., 2002), but the
CMIP1 models had considerably less variability in the Nordic seas. There is
no apparent improvement in the model spread in surface air temperature from
CMIP1 to CMIP3 when all models are considered from both eras. However,
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generally the surface air temperature and ice extent biases are lower in this
region in the selected models. The net surface flux in Fig. 2 along the ice edge
between Norway and the southern tip of Greenland in the CMIP3 model mean
is much smaller than in the selected models. Although we have not ruled out
the role of the atmosphere in our analysis, we note that the greater convergence
of heat by the ocean in the subpolar Atlantic in the selected models is likely
a major factor in their higher quality simulations east of Greenland.

Figures 3a-c show the annual mean sea ice thickness. CCSM3 and HadGEM1
have much thicker ice than the CMIP3 model average (averages are given in
Table 3). Despite colder surface air temperatures, HadGEM1 has thinner ice
than CCSMS3. Ice thickness is not observed uniformly in space, so we do not
include a figure for comparison. However, the selected models agree more
favorably with the sporadic measurements from submarine upward looking
sonar (see, e.g., Bourke and Garrett, 1987; Rothrock et al., 1999), with values
derived from satellite altimetry data (Lazon et al., 2003), and with a hind-
cast using an ice-ocean model forced with observed atmospheric conditions
(Gerdes and Kdberle, 2007). The build-up of thick ice along the Canadian
Archipelago in the selected models is most likely an indication of reasonable
surface winds in the Arctic.

Figures 4a-c show the bias in the mean annual cycle of the zonal-mean
surface air temperature in the models relative to the ERA40. The warm bias in
CCSM3 in the Arctic is mostly a wintertime phenomena, reaching a maximum
north of 70°N in late winter. The cold bias in CCSM3 is the worst at about
65°N in summer. There is a cold bias in HadGEM1 nearly year-round, but
it is the worst in winter at all latitudes considered. The CMIP3 ensemble
mean has a similar bias pattern though with slightly lower magnitude than
HadGEM1.

In the across-model standard deviation computed for the zonal means by
month (see Fig. 4d), the magnitude is largest in winter and at the highest
latitudes. The maximum standard deviation is not at the transitions between
melt/freeze periods. Instead the maximum variance is likely due to variations
in downwelling longwave radiation associated with biases in the wintertime
clouds and atmospheric heat transport, and associated biases in the ice thick-
ness and/or snow depth.

The seasonal cycle in cloud cover is shown in Fig. 5. HadGEM1 is within
a few percent of recently observed cloud cover in all months except May and
Oct. CCSM3 matches the observations well from Jan-Apr, but its cloud cover
is at least 10% too low the rest of the year. Both models simulate the mean
annual cycle of cloud cover well compared to the average of the CMIP3 models.
These modest cloud biases in HadGEM1 also do not help explain the large
cold bias in that model.

We believe the selected models simulate some cloud properties relatively
well compared to other CMIP3 models because they have mixed-phase cloud
scheme that independently predict the ice and liquid water content in clouds
(Collins et al., 2006; Martin et al., 2006). Yet, cloud cover is only one cloud
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property of interest. Gorodetskaya et al. (2007) recently showed that despite
relatively good agreement with summertime cloud fraction in CCSM3, the
cloud liquid water content exceeds observed values, biasing cloud radiative
properties. (Gorodetskaya et al. (2007) did not analyze HadGEM1.)

Model intercomparisons usually find that an across-model ensemble mean
performs better than any individual model, especially for large-scale perfor-
mance metrics (Gleckler et al., 2008, e.g.,). However, the accuracy of many
aspects of the Arctic climatology in the selected models is substantially better
than the CMIP3 model mean. It is apparent that the efforts to improve these
models has paid off.

3.2 Mid-21st Century Climate Change

The pattern of surface warming at mid-21st century in the selected models
and in the CMIP3 model mean is shown in Figs. 6a-c. Clearly the selected
models warm much more than the average CMIP3 model. All three panels have
the largest warming over the sea ice on the Atlantic side of the Arctic Ocean.
There is a complementary local maximum in the change in upward net surface
heat flux in the same region (see Fig. 7). The magnitude is at least three times
larger in the selected models, consistent with the larger surface warming and
sea ice retreat in these models (Fig. 7). The maximum in CCSM3 extends
far deeper into the Arctic Ocean where 20th-century perennial ice becomes
seasonal by mid-21st century. Arzel et al. (2006) speculated that the large
ice retreat in the Barents Sea in the 21st century on average in the CMIP3
models results from an increase in oceanic heat transport there. Our Fig. 7
confirms their suspicion.

There are other large differences in 21st-century net surface heat fluxes
between CCSM3 and HadGEMI. The net surface heat flux increases by more
than 30W m~2 in the Labrador Sea in the CCSM3 and the sea ice retreats
at a high rate there, while the net surface heat flux change has the opposite
sign in this region in HadGEM1 (and in the CMIP3 model mean). There
is a 10-30W m~2 increase in heat flux along the North Pacific ice edge in
HadGEM]1, where in CCSM3 the heat flux increase is much less. We suspect
these differences arise from major changes in the ocean circulation that are
driven by shifts in the midlatitude jets, but we have not analyzed this in
depth.

Table 2 lists the mid-21st century Arctic temperature change (75-90N),
global mean temperature change, and their ratio, which we call the polar
amplification. The selected models are considerably higher in all three statis-
tics than the CMIP3 model mean. The selected models warm about 6°C on
average from 75-90°N, which is more than three times the global mean.

The large warming in the selected models is also associated with relatively
high thinning and retreat in these models (see Figs. 8a-c). Area average sea
ice statistics listed in Table 3 indicate that thickness and extent changes in
the selected models are 50-100% larger than the CMIP3 model means. The
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more uniform surface warming over the Arctic Ocean in CCSM3 compared to
HadGEM1 (Fig. 6), coincides with greater thinning across the Arctic Ocean
in CCSM3. In contrast, in HadGEM1 the warming is sharply peaked at the
ice edge in the Barents Sea, where there is also a large gradient in the change
in upward net surface heat flux in that model.

It had been shown with CMIP2 models that sea ice thickness influences
the Arctic response to increasing anthropogenic greenhouse forcing, while the
extent has little or no influence (Rind et al., 1995; Holland and Bitz, 2003;
Walsh and Timlin, 2003). Across-model correlation analysis of these variables
in the CMIP3 models is given in Table 4. With monthly mean output available
in the CMIP3 archive, we are able to examine monthly relations. However,
thickness anomalies are highly correlated from month to month (and year to
year), so monthly thickness data are not needed. Table 4 indicates that thick-
ness is highly correlated with extent in September but not April. Presumably
this is because the summer surface energy balance has a large influence on ice
thickness and summertime extent, while the winter extent is heavily influenced
by wintertime winds and ocean heat fluxes (see Bitz et al., 2005).

However, the positive across-model correlation between thickness and
September extent does not carry-over to the selected models as individuals.
Instead these models have above average thickness but below average Septem-
ber extent (see Table 3). We believe that CCSM3 and HADGEM1 are unusual
because they explicitly resolve the time evolution of the sea-ice thickness dis-
tribution (ITD) in their sea ice component models. When models resolve the
ITD, the total ice volume in the Arctic increases (Bitz et al., 2001; Holland
et al., 2001, 2006) and the ice thickness increases on average (over grid cells
and larger regions). The ice extent seems to improve as well (Bitz et al., 2001;
Salas-Mélia, 2002). We suspect that most CMIP3 models have been compro-
mised when tuning: If they had been tuned to be less extensive, they would
also have become too thin. This compromise may be reduced when an I'TD
is included. In addition, the winter surface temperature tends to be slightly
warmer when thin ice is resolved in regions with both perennial and firstyear
ice. It is also apparent that the selected models have a larger annual range of
sea ice area than the CMIP3 model mean, which is expected in models with
an ITD (Bitz et al., 2001; Holland et al., 2001, 2006).

The across-model correlations in Table 4 that relate quantities in the late
20th century with the changes at mid 21st century are relevant for under-
standing relative changes in the selected models compared to the CMIP3
mean. Across CMIP3 models, we find that the September extent correlates
significantly with the September retreat, such that models with more exten-
sive ice retreat more slowly. Interestingly the opposite relation occurs in April,
albeit with a weaker correlation. Because the relations are seasonally oppos-
ing, the annual-mean extent is not well correlated with annual-mean retreat.
One might imagine that models with thicker ice would retreat more slowly, but
there is no significant correlation between these quantities because the models
with thicker ice also have significantly more thinning. This unintuitive result
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stems from the fact that ice growth in winter damps anthropogenic thinning
to some extent (Bitz and Roe, 2004). The growth rate is inversely related to
ice thickness, and hence the thinner the ice, the more strongly damped is its
rate of thinning. The argument holds provided the net damping dominates
over the positive ice-albedo feedback, which must be so when and where sea
ice is stable.

Figure 9 illustrates the probability density of the fractional sea ice cover-
age (which depicts the ITD) for the late 20th century and the mid and late
21st century. The selected models have a tendency to lose multiyear ice and
gain firstyear ice in the 21st century. In the late 20th century, CCSM3 has
more multiyear (a larger thick-ice tail) than HadGEM1 (see Fig. 9). Yet the
multiyear ice disappears sooner in CCSM3 than in HadGEM1, despite similar
magnitudes of global and Arctic warming in the models. Also note that in
CCSM3 compared to HadGEM1 by mid 21st century, the sea ice retreat in
September retreat are is about 50% greater (see Table 3). Thus the multi-
year sea ice cover appears to be more sensitive to warming in CCSM3 than
HadGEM1.

Figure 10 shows the mean annual cycle of the change in zonal mean surface
air temperature. The season of maximum warming is in early winter (Oct.—
Nov.), when the CMIP3 model mean warms on average more than 6°C north
of 80°N and the selected models warm more than 11°C. The warming is about
3-5°C lower in deep winter (Jan.—Mar.) in HadGEM1. In summer (Jun.—Aug.),
the warming is a minimum (at 2°C or less) north of 70°N. Polar amplification
is most apparent during the cold season, and it is absent during the melt
season, because the temperature is limited to the melting temperature over a
substantial portion of the Arctic.

Greater springtime warming in HadGEM1 may result from the larger in-
crease in cloud cover in May (see Figs. 4 and 11). The larger cloud increase
in Fall in CCSM3 could be a factor in the larger Fall surface air warming in
CCSM3.

We end our analysis with a discussion of the atmospheric and ocean heat
transport into the Arctic. The poles are sometimes referred to as heat sinks
for the planet. Indeed about 100 W m~2 of heat escapes the top of the at-
mosphere on average north of 70°N over the year (Oort, 1974). About 2/3 of
the atmospheric heat transport across 70°N is due to sensible heat and poten-
tial energy transport, known as the dry static energy (DSE) transport, and
about 1/3 is due to latent energy (LE) transport, with kinetic energy mak-
ing up a near-negligible contribution (Owverland and Turet, 1994). The DSE
transport is thought to depend strongly on the meridional temperature gra-
dients, while the latent heat transport depends mostly on temperature (e.g.,
see Oort, 1974; Held and Soden, 2006). In a greenhouse warming climate, one
expects the annual mean poleward temperature gradient to decrease on aver-
age owing to polar amplification of the warming, thus the DSE transport into
the Arctic should decrease, giving rise to a negative feedback. At the same
time, the rising temperature is expected to increase the LE transport into the
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Arctic. Figure 12 shows this expected behavior in the selected models and
in the CMIP3 model mean. The sum of the two components in the CMIP3
model mean is near zero (see Fig. 12¢). In contrast, the decrease in northward
DSE transport is greater than the increase in northward LE transport in the
selected models, consistent with the very large polar amplifications in these
two models.

Figure 12 also shows the change in northward oceanic heat transport. This
quantity increases slightly north of 60°N in the CMIP3 model mean, and it in-
creases a relatively much larger amount in the selected models. An increase in
the oceanic heat transport into the Arctic was found in the majority of CMIP2
models as well (Holland and Bitz, 2003). Bitz et al. (2006) analyzed this in-
crease in CCSM3 and posited a positive feedback between ocean heat import
into the Arctic and sea ice retreat. Thus the poleward ocean heat transport
likely contributes to polar amplification in the Arctic surface warming at mid
21st century and may even be part of another positive feedback.

4 Summary and Future Outlook

A number of modeling centers have devoted a considerable amount of energy
to improve high latitude climate physics in their models during the ACSYS
era. In the best models the sea ice components now take into account the
ice rheology, ice-thickness distribution, and multiple vertical layers. For the
ocean component of coupled models generally, flux adjustments have been
eliminated, terrestrial runoff schemes have been adopted, and vertical mix-
ing schemes have been updated. There is some evidence that modeled at-
mospheric circulation benefits from higher resolution, and many models have
implemented improved schemes for treating clouds.

Stimulated by the immense and immensely valuable CMIP3 archive, IPCC
2007 initiated a new paradigm in research with GCMs (Meehl et al., 2007).
With the model output archived substantially in advance, analysis included
in the assessment could test hypothesis with a variety of GCMs at once.
In addition, a more thorough model intercomparison was possible. In this
Chapter, we have reviewed numerous valuable studies that analyzed the Arctic
climate in the CMIP3 models. These studies have had a significant impact on
understanding model behavior and will steer the development of new model
physics.

In section 3 we featured results from two selected climate models that saw
substantial improvements during the ACSYS era. The pay-off is clear. The
large-scale pattern of sea ice thickness in the Arctic is well represented, and
the sea ice edge east of Greenland is positioned fairly well. Cloud cover is
within about 10% of observations when averaged north of 70°N. In some ways
the selected models capture the late 20th century Arctic climate better than
the multi-model ensemble mean of the CMIP3 models. The selected models
appear to have reduced sea ice albedo tuning compromises by including better
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sea ice physics. Thus the multi-model ensemble mean may not be the best
forecast in an area such as the Arctic, where model physics in some models
lag severely behind the best models.

It is unfortunate that we were unable to examine each CMIP3 model with
the same level of detail that we gave to the two select models. We do not claim
that the select models are the best models. Indeed different studies have found
superior behavior in other CMIP3 models (e.g., Chapman and Walsh, 2007).
They were chosen because we participated in their development.

The selected models have considerably larger climate change in the Arctic
than the multi-model ensemble mean by mid 21st century. The surface warms
by about 6°C on average north of 75°N in the selected models, which is
more than three times the global average. In contrast the surface warming in
the CMIP3 model mean is less than 4°C, which is closer to twice the global
average. The sea ice thins and retreats 50-100% more in the selected models
than in the multi-model ensemble mean. Generally the changes across-models
can be attributed somewhat to the late-20th century mean state (see Table
4). Models with below average September extent and above average thickness
(as is the case in the selected models), tend to also have larger sea ice changes.
The 20th-century ice thickness and September extent in the selected models
are a good match to observations, which gives us some confidence that their
large future changes are plausible. Compared to the CMIP3 model mean, the
selected models also have above average increases in ocean heat transport
into the Arctic, which appears to contribute to the large climate change in
the selected models.

We expect it will not be long before almost every GCM has a dynamical
sea ice component with an ice-thickness distribution that builds ridges under
compression and shear. Non-continuum, or discrete element, sea ice models
that split floes based on the theory of fracture mechanics are still on the
distant horizon for GCMs. Solving a multi-layer thermodynamics scheme for
the vertical temperature profile and subsequently for sea ice growth and melt
is not computationally expensive compared to sea ice dynamics and transport
schemes. Brine-pocket energy storage adds only a minor complication. New
physically based methods for treating melt ponds and radiative transfer in sea
ice are well developed. New efficient sea ice transport schemes are making more
sophisticated treatment of sea ice and snow thermodynamics and the sea ice
thickness distribution (and the associated expanding lists of state variables)
feasible in GCMs. Owing to the importance of these sea ice physics, which
was discussed in Section 2, we expect many models will adopt them soon.

Expanding computing capacity within the next decade will permit much
higher resolution GCMs. In the Arctic this is likely to be important for improv-
ing atmospheric circulation and the representation of ocean eddies. Simulated
oceanic heat and freshwater transport could benefit a great deal. Many GCMs
will soon have the capacity to run high resolution regional components em-
bedded within them, which should be useful for further investigating the role
of tides and eddies in Arctic climate.
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Cloud models are beginning to resolve size distributions of ice and liquid
cloud condensate as well as a variety of ice crystal habits. Their develop-
ment is part of the continued long path towards higher-quality Arctic cloud
simulations.

Another area that will see rapid development in the next decade is the
treatment of ice sheets. So far ice sheets in GCMs have only dealt with the
behavior of deep, cold land ice. The important roles of ice shelves and their
grounding line, ice streams, and calving have not yet been considered. New ice
sheet models are needed to incorporate their behavior. The potential critical
influence of ice sheet decay on sea level rise and ocean circulation has called
the attention of many modelers to this important new work.

GCMs are evolving into Earth System Models that couple physical and
biogeochemical systems to model Earth’s cycles of carbon and aerosols. Many
of the problems of interest for Earth System Modeling involve the polar re-
gions, so the continued development of new physics and new capability must
not be carried out without special emphasis on their operation in the polar
regions.
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Table 1. CMIP3 Models used in this study

Modeling Center

Model Abbreviations

Bjerknes Centre for Climate Research (Norway)

Canadian Centre for Climate Modelling and Analysis (Canada)

BCCR BCM2.0
CCCMA CGCM3.1 T47, T63

Centre National de Recherches Meteorologiques, Meteo-France (France) CNRM CM3
Commonwealth Scientific and Industrial Research Organization (Australia) CSIRO MK3.0, MK3.5
Geophysical Fluid Dynamics Laboratory (USA)
Goddard Institute for Space Studies (USA)
Institute for Numerical Mathematics (Russia)

Institut Pierre Simon Laplace (France)

Center for Climate System Research (Japan)

University of Bonn (Germany)

Max-Planck-Institut fuer Meteorologie (Germany)
Meteorological Research Institute (Japan)
National Center for Atmospheric Research (USA)
United Kingdom Meteorological Office (UK)

CGFDL CM2.0, CM2.1
GISS AOM, EH, ER
INMCMS3.0

IPSL CM4

MIROC3.2 MEDRES, HIRES
MIUB ECHO G

MPI ECHAMS5

MRI CGCMS3.2.2A

NCAR PCM, CCSM3

UKMO HADCM3, HADGEM1

Table 2. Change in mean temperature north of 75°N (AT, ), change in mean global
temperature (ATy), and Polar Amplification (PA=AT,/AT,). The change is the

mean of 2040-2059 minus 1980-1999.

Model

AT, AT, PA
deg C deg C

CCSM3
HADGEM1
CMIP3 Mean

6.07 1.84 3.30
5.72 1.71 3.35
3.67 1.59 2.35

Table 3. Northern Hemisphere Sea Ice Extent (SIE) and annual mean Sea Ice
Thickness averaged north of 70N (SIT). A indicates mean of 2040-2059 minus mean

of 1980-1999.

Sep. ASIE Apr. ASIE ASIT

m

Model Sep. SIE Apr. SIE SIT

105 km? 10° km® m | 10° km?
CCSM3 7.5 16.8 2.13 -6.2
HADGEM1 7.3 17.3 2.11 -4.2
CMIP3 Mean 7.7 164 1.72 -2.9

Observations 7.1 15.0

-1.45
-1.06
-0.67



30 Cecilia M. Bitz, Jeff K. Ridley, Marika Holland, and Howard Cattle

Table 4. Across-model correlations of sea ice variables from Table 3. MIROC HIRES
is eliminated from correlations that involve the change at mid 21st century, because
the ice melts away in that model by about 2020, 60 years earlier than in any other
model. Numbers in bold are significant at the 5% confidence level.

|Sep. SIE Apr. SIE SIT|Sep. ASIE Apr. ASIE ASIT

Sep. SIE 0.52 0.40 -0.19
Apr. SIE| 0.18 -0.02 -0.42 0.18
SIT 0.80 0.02 0.30 0.17 -0.58
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NCAR CCSM3 UKMO HADGEM1

CMIP3 Model Std. Dev.

-10 -5 0 5 10

Fig. 1. 1980-1999 mean bias (a-c) and across-model standard deviation (d) of the
2 m surface air temperature. The bias is relative to observations from ERA-40.
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UKMO HADGEM1

: . TS
-200 -150 -100 -50 0 50 100 150 200

Fig. 2. 1980-1999 mean net upward surface heat flux and sea ice extent in the
models (a-~c). Ice extent is defined as the 15% concentration contour.
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NCAR CCSM3 UKMO HADGEMN

CMIP3 Model Mean CMIP3 Model Std. Dev.*3

0 1 4 3 4 5

Fig. 3. 1980-1999 mean sea ice thickness (in m) and annual mean ice extent from
the models (green line) with observed ice extent (white line) (a-c) and standard
deviation of annual mean sea ice thickness scaled by a factor of 3 (d). Observations
are from Comiso (1995). Ice extent is defined as the 15% concentration contour.
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NCAR CCSM3 UKMO HADGEM1
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Fig. 4. 1980-1999 bias of the mean annual cycle of the zonally averaged 2 m surface
air temperature (a-c) and across-model standard deviation (d) in °C. The bias is

relative to observations from ERA40.
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Fig. 5. 1980-1999 total cloud cover averaged 70-90°N. Lines indicate model results:
dot-dashed for CCSM3, dashed for HADGEM1, and solid for CMIP3 Model Mean.

Circles indicate observations, which are for the period 1954-1997 from Hahn and
Warren (2007).
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NCAR CCSM3 UKMO HADGEM1

CMIP3 Model Mean

-2 0 2 4 6 8 10

Fig. 6. Change in mean surface air temperature at mid 21st century in °C (2040-
2059 minus 1980-1999) (a-c) and across-model standard deviation (d) scaled by a
factor of 3.
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NCAR CCSM3 UKMO HADGEM1

-50 -25 -10 -2 0 2 10 25 50

Fig. 7. Change in mean net surface heat flux at mid 21st century in W m™2 (2040-
2059 minus 1980-1999) with 2040-2059 mean sea ice extent. Positive indicates up-
wards. Ice extent is defined as the 15% concentration contour.
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-3 -2.5 -2 -1.5 -1 -0.5 0

Fig. 8. Change in annual mean sea ice thickness at mid 21st century in m (2040-
2059 minus 1980-1999) with the 2040-2059 annual mean ice extent (green line) (a-c)
and across-model standard deviation (d) scaled by a factor of -3.
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Fig. 9. Annual mean sea ice thickness distribution averaged from 75-90N only where
the sea ice concentration is 15% or greater in individual years.
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Fig. 10. Change in mean annual cycle of the zonally averaged surface air tempera-
ture at mid 21st century in °C (2040-2059 minus 1980-1999) (a-c) and across-model
standard deviation (d).
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Fig. 11. Change in percent of total cloud cover at mid 21st century (2040-2059

minus 1980-1999) averaged 70-90°N in CCSM3 (dot-dashed), HADGEM1 (dashed),
and the CMIP3 Model Mean (solid).
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Fig. 12. Change in atmospheric and oceanic heat transport (thick dashed and solid
lines, resp.) at mid 21st century in PW (2040-2059 minus 1980-1999). The atmo-
spheric heat transport is broken into latent energy and dry static energy components
(thin dot-dashed and dashed, resp.).



