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Maintenance of the Sea-Ice Edge

C. M. Bitz 1, M. M. Holland 2, E. C. Hunke 3, and R. E. Moritz 1

Abstract. A coupled global climate model is used to evaluate processesthat
determine the equilibrium location of the sea-ice edge and its climatological
annual cycle. The extent to which the wintertime ice edge departs from
a symmetric ring around either pole depends primarily on coastlines, ice
motion, and the melt rate at the ice-ocean interface. At any location the
principal drivers of the oceanic heat 
ux that melts sea ice are absorbed
solar radiation and the convergence of heat transported by ocean currents.
The distance between the ice edge and the pole and the magnitude of the
ocean heat 
ux convergence at the ice edge are inversely related. The chief
exception to this rule is in the East Greenland Current, where the ocean heat

ux convergence just east of the ice edge is relatively high but ice survives
due to its swift southward motion and the protection of the cold southward

owing surface water. In regions where the ice edge extends relatively far
equator-ward, absorbed solar radiation is the largest component of the ocean
energy budget, and the large seasonal range of insolation causes the ice edge
to traverse a large distance. In contrast at relatively highlatitudes, the ocean
heat 
ux convergence is the largest component and it has a relatively small
annual range, so the ice edge traverses a much smaller distance there. When
the model is subject to increased CO2 forcing up to twice pre-industrial levels,
the ocean heat 
ux convergence weakens near the ice edge in most places.
This weakening reduces the heat 
ux from the ocean to the baseof the ice
and tends to o�set the e�ects of increased radiative forcingat the ice surface,
so the ice edge retreats less than it would otherwise.

1. Introduction

Sea ice extent is an integral part of the high-latitude
climate system through its in
uence on heat, moisture,
and momentum exchange between the atmosphere and
ocean. Reduced sea ice coverage causes poleward ampli-
�cation of surface warming seen in climate simulations
with increased greenhouse gases [Manabe and Stou�er,
1980; Ingram et al., 1989]. In addition, climate mod-
els show a striking sensitivity to sea ice anomalies pre-
scribed in the North Atlantic [Smith et al., 2003; Chiang
et al., 2003; Magnusdotter et al., 2004]. such as those
that might have occurred on millennial timescales

Understanding processes that control the mean posi-
tion and the annual march of the sea-ice edge is essential
to attempt predicting the fate of the ice edge in a vari-
able and changing climate. The position of the sea ice
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edge is coupled mechanically and thermodynamically
to the atmosphere and ocean. This study is concerned
with deciphering the principal controls on the mean po-
sition of the ice edge and and its variability on centen-
nial and longer timescales. Observational studies of sea
ice indicate that on interannual timescales, variability
in the extent is dominated by the atmospheric circu-
lation [Walsh and Johnson, 1979; Fang and Wallace,
1994; Liu et al., 2002]. According to modeling studies,
the ocean begins to play a role on longer time-scales
[Holland et al., 2001a].

Sea ice is known to expand in early winter roughly
to the mean position of the ocean thermal front in the
Greenland and Norwegian Seas [Wadhams, 1981]. Early
sea ice modeling studies attempted to identify the rel-
ative roles of ice dynamics and thermodynamics using
sea ice models coupled to slab-ocean models with time-
independent oceanic heat 
ux and prescribed atmo-
spheric forcing. An Arctic wide regional budget analysis
of such a model conducted by Walsh et al. [1985] con-
cluded that growth and melt generally contribute more
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in a given month to the seasonal cycle of ice mass than
ice advection. Coupled ice-ocean modeling studies iden-
ti�ed ocean heat transport as the chief cause of melting
at the ice edge in the Nordic Seas [Hibler III and Bryan,
1987; Semtner, 1987]. Untersteiner [1988] constructed
a similar picture for Fram Strait based on observations.

Similar questions have been raised about the position
of the ice edge in the southern hemisphere. A study
by Hibler and Ackley [1983] of the Weddell Sea com-
pared models of dynamic and motionless sea ice and
indicated that the ice advance was mainly thermody-
namically driven, but the retreat was more rapid when
the ice had lead openings, which result from ice dynam-
ics.

Cooling at the ice edge and growth/melt in
uence
ocean stability and and heat transfer in the ocean
[Rudels, 1989; Martinson, 1990; Visbeck et al., 1995],
making it di�cult to prove a causal relationship be-
tween ice transport, oceanic heat transport, and sea ice
extent from models. Winton [2003] attempted to make
sense of the relationship between the latter two using
a coupled climate model but with speci�ed ocean cur-
rents. With this particularly novel approach, Winton
found that doubling the speed of the currents in his
model caused the ice extent to recede by 50%, thereby
showing sea ice coverage depends sensitively on ocean
heat transport. Investigations of sea ice advance in re-
sponse to greatly reduced insolation show somewhat
contradictory results: Poulsen et al. [2001] concluded
that ocean heat transport prevented sea ice from ad-
vancing beyond midlatitudes, while Lewis et al. [2003]
found that the location of deep convection and ocean
heat transport moved with the ice edge.

In this study we investigate what controls spatial
variations in the mean position and seasonal march of
the ice edge in the present day climate as an analog for
what controls the mean position of the ice edge on cen-
tennial and longer timescales. We seek to understand
why the ice edge spans 25� of latitude across the North
Atlantic Ocean in winter and why it spans only 15� of
latitude in the North Paci�c. We shall also examine the
tremendous annual range of sea ice extent in the South
Atlantic sector of the Southern Ocean in the present
day climate. It is our hope that by understanding the
conditions that allow sea ice to exist in a range of en-
vironments today, we shall better understand how sea
ice behaves in a changing climate.

We use the Community Climate System Model ver-
sion 2 to estimate ice mass and heat budgets. We
analyze simulations for both present day climate and
an idealized future projection with a 1% increase in
CO2 per year. In particular, we identify the extent to
which the ice edge in each hemispheres is controlled by
advection, deformation, and atmospheric and oceanic
heat 
uxes in the model. The model provides a self-
consistent and complete data set. An analysis of ob-

servations with the same level of detail is impossible.
We know that there are errors in our model's climate,
and our analysis is one step toward understanding the
reasons for our model's biases.

2. Model Description

We use version 2 of the Community Climate System
Model (CCSM2) [Kiehl and Gent, 2004] because it has
relatively advanced sea ice and ocean components by
global modeling standards and it does not use 
ux ad-
justments. Here we brie
y describe the model physics
of each component. Speci�c details regarding the bud-
get equations used for analysis in this study are given
in the next section.

The sea ice model resolves a distribution of ice
thicknesses using multiple ice categories, each having
a unique and variable concentration and thickness of
ice and snow and a unique surface energy balance
and vertical temperature pro�le [Bitz et al., 2001; Lip-
scomb, 2001]. The model momentum equation includes
the elastic-viscous-plastic stress tensor of Hunke and
Dukowicz [2002]. The model also employs an explicit
brine pocket parameterization with shortwave radiative
transfer through the ice [Bitz and Lipscomb, 1999]. The
inclusion of ice dynamics, multi-layer thermodynamics,
and an ice-thickness distribution have been shown to
a�ect the climate (e.g., SSS and SAT) simulated by a
coarse-resolution coupled model [Bitz et al., 2001; Hol-
land et al., 2001b].

The ocean component of CCSM2 is the Parallel
Ocean Program (POP) [Smith et al., 1992]. Vertical
mixing is accomplished with the K-pro�le parameteri-
zation scheme of Large et al. [1994], which includes the
e�ects of shear mixing. Mixing along isopycnal surfaces
by mesoscale eddies is parameterized using the method
of Gent and McWilliams [1990] with the modi�cations
of Visbeck et al. [1997].

The ocean and sea ice share a common grid. In the
southern hemisphere the grid is spherical, but in the
northern hemisphere the pole is displaced to a point
within Greenland, to avoid converging meridians at the
geographical north pole. The horizontal grid has 320
x 384 points. The zonal resolution is 1.125� , and the
meridional resolution is 0.54� , except in the subtropics
and tropics where it is �ner. There are 40 vertical ocean
levels { the thickness of the �rst 9 levels range from
10-16 m, increasing with depth. Although this model
resolves some mesoscale ocean eddies, Gent et al. [2002]
found that the sea ice extent in the southern hemisphere
was improved with the addition of a mesoscale eddy-
mixing parameterization.

The atmosphere model is dynamically similar to
previous versions of the Community Climate Model
(CCM), but the cloud scheme now uses a prognos-
tic liquid water formulation [Rasch and Kristj�ansson,
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1998] and cloud coverage has been generalized to allow
for maximum cloud overlap. The horizontal resolution
is truncated spectrally at T42 and there are 26 verti-
cal levels. The model is described in more detail by
Collins et al. [2002]. The land model computes soil and
snow temperature and hydrology and includes a runo�
scheme [Bonan et al., 2002].

In this study, we analyze results from a 1000-yr con-
trol simulation with atmospheric carbon dioxide (CO 2)
held �xed at the concentration of the 1990's. We also
include results from an integration with CO2 increasing
at the rate of 1% per year, which was initiated using
output from year 220 of the control. We take aver-
ages from years 61-80 of the integration with increasing
CO2 to represent the mean conditions at the time of
CO2 doubling, which occurs during year 70. The con-
trol climate simulation was nearly equilibrated by year
220, although the oceanic circulation around Antarctica
still exhibited a slow, weak trend. For this reason the
results we present from the control integration use av-
erages from years 281-300, to avoid misinterpreting this
trend in the ocean circulation as a climate change due to
doubling CO2. We veri�ed all conclusions drawn solely
from the control integration by repeating our analysis
for the last century of the integration (not shown). Un-
fortunately after the experiments were completed, an
error was discovered in the way CO2 was increased. In
the atmosphere model, some calculations are performed
with CO 2 de�ned as a mass mixing ratio and others use
a volume mixing ratio. Both quantities were intialized
properly at 355ppm at the beginning of the run, but
only the volume mixing ratio was increased at the rate
of 1% per year. The mass mixing ratio was mistakenly
held at its initial value. Gent and Danabasoglu [2004]
estimated that this error underestimates the climate re-
sponse to increasing CO2 by about 10%.

3. Budget Diagnostics

For decades, climate scientists have attempted to de-
scribe and quantify ice edge dynamics. Untersteiner
[1975] provided a useful conceptual picture, reproduced
in Fig. 1, which emphasizes the dependence on ice
thickness, as well as the basic heat exchange with the
atmosphere and ocean and ice motion. In nature and
in our model, the ice edge is not abrupt. Instead we
de�ne the ice edge as the 50% concentration in cover-
age. The ice advances when ice grows or is advected
equator-ward of the 50% contour, and it recedes when
ice melts or is advected poleward in the vicinity of the
50% contour. The rate that the edge moves depends on
the net growth and transport and the gradient in the
ice thickness near the edge.

If we accept the ideas of Untersteiner [1975], ice
thickness in
uences the position of the ice edge, and
so we must understand how it evolves. Ice thickness
(aggregated over the sub-grid scale ice-thickness distri-

Heat balance of waterHeat balance of ice

x

Heat advection 
across ice edge

N

Thermohaline and dynamic convection

H

Figure 1. Schematic of ice edge dynamics, adapted
from Untersteiner [1975]. The sea ice edge is governed
by the balance equation � dN=dt = G(N )=(dH=dx),
where dH=dx is the horizontal gradient in the mean
thickness of the ice,G is the net rate of growth (includ-
ing advection), N is the position of the ice edge,H is
the sea ice thickness.

bution) is governed by a continuity equations,

@V
@t

= �r � (uV ) + V; (1)

whereV is the ice volume (i.e., the mean ice thickness of
the ice-thickness distribution including open water), u
is the velocity of the ice andV is the contribution from
thermodynamic processes. We assume that a large mag-
nitude for either term in Eq. 1 indicates its controlling
in
uence.

It is useful to further breakdown the thermodynamic
contribution to the ice volume in terms of mass change
at the top, bottom, and sides of the ice and new ice
growth over open water. For each individual category
when the top surface reaches the melting temperature,
ice melts according to

FAI � I 0 � k
@T
@z

= � q
@H
@t

�
�
�
�
top

; (2)

whereFAI is the net 
ux from the atmosphere to the ice,
I 0 is the solar radiation that passes through the upper
surface of the ice,k is the conductivity of ice, @T=@z
is the vertical temperature gradient at the surface,q is
the energy of melting, and @H=@tjtop is the melt rate
at the top surface.

The bottom surface grows or melts according to

FOI + k
@T
@z

= � q
@H
@t

�
�
�
�
basal

; (3)

where FOI is the 
ux from the ocean to the ice and
@H=@tjbasal is the basal growth/melt rate. The ocean-
ice 
ux depends on the departure of the top ocean level
temperature T0 from freezing Tf according to Maykut
and McPhee [1995]:FOI = cw ch u� (T0 � Tf ), where cw

is the speci�c heat of sea water,ch = 0 :0058 is an empir-
ical constant, and the friction velocity u� is the square-
root of the magnitude of the kinematic Reynolds stress
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Figure 2. The April (solid) and September (dashed) position of the seaice edge in the northern hemisphere in
CCSM2 (left) and from passive microwave satellite observations (right). The left panel also shows the April ice
thickness (in 1 m contours) from CCSM2. The position of the ice edge is de�ned as the 50% contour of the ice
concentration.

at the ice-ocean interface. The model includes a param-
eterization of lateral melt that depends on the distribu-
tion of ice 
oes, as described in detail in Briegleb et al.
[2002]. The lateral heat 
ux also depends onT0 � Tf .

Finally new ice growth over open water is determined
by

Fi = � q
@H
@t

�
�
�
�
new

; (4)

where Fi = ( Tf � T0)h is the 
ux needed to keep the
temperature of the top ocean layer (of depthh=10 m)
from falling below the freezing temperature.

As we shall see, the ocean energy budget plays an es-
sential role in determining sea ice growth and melt rates,
especially near the ice edge where ice can be advected
into waters substantially above freezing. Although we
are most interested in the ocean energy budget within
the mixed layer, the equation is complicated by the time
dependence of the mixed-layer depth. Hence we con-
sider the budget of the entire vertical column of the
ocean in our analysis,

Fnet �
Z D

0
r � Fhoriz dz �

Z D

0
cw

@Tw
@t

dz = 0 ; (5)

where Fnet is the net 
ux into the ocean surface, the
second term is the vertically integrated horizontal ocean
heat 
ux convergence (OHFC), and the third term is
the change in heat content of the ocean column. The
net 
ux into the ocean surface includes 
uxes from the
atmosphere and sea ice,

Fnet = (1 � A)FAO + A(I b + Fb + Fl ) + Fi ; (6)

where FAO is the net 
ux from the atmosphere to the
ocean, I b is the shortwave radiation that penetrates

through the sea ice, andFb and Fl are basal and lateral
heat 
uxes to the sea ice. The OHFC has contribu-
tions from the total (Eulerian-mean and eddy-induced)
advection and isopycnal di�usion. For simplicity, we
compute the OHFC for the model as a residual from
the other two terms in Eq. 5.

4. Results

4.1. Northern Hemisphere

The April and September positions of the sea ice
edge in the northern hemisphere based on climatologi-
cal monthly means, are shown in Fig. 2 for CCSM2 and
for passive microwave satellite observations [Comiso,
1995]. Figure 2 also shows the April ice thickness from
CCSM2. In April, roughly at its maximum, the ice edge
in CCSM2 spans more than 25 degrees of latitude, while
in September the ice edge is comparably quite zonal.
The ice edge in CCSM2 is well positioned in April, al-
though it is too far south by several degrees in parts
of the Labrador Sea and the ice is not quite extensive
enough in the Barents and Okhotsk Seas. The Septem-
ber ice edge is too far north, which re
ects a thin bias
in the model.

Figure 2 illustrates the relationship in CCSM2 be-
tween thickness and ice extent, which resembles the sim-
ple schematic in Fig. 1 from Untersteiner [1975]. The
wintertime ice edge tends to extend farthest equator-
ward where the ice thickness gradient is lowest, such as
in the Labrador Sea and Bering Sea. These are also re-
gions where the annual range in the ice extent tends to
be large. In contrast, the thickness gradient is high in
the Greenland Sea, where the ice edge is relatively far
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(a) Fall Growth Rate (d) Winter Growth Rate

(h) Summer Basal+Lateral Melt(e) Winter Basal+Lateral Melt(b) Fall Basal+Lateral Melt

(c) Fall Convergence (f) Winter Convergence (i) Summer Convergence

0.5 1-0.5-1 0

(g) Summer Top Surface Melt

Figure 3. Terms in the ice volume budget (in cm s� 1, see Eq. 1) along with the position of the ice edge from
CCSM2 in fall (Oct.{Dec.), winter (Jan.{Mar.) and summer (J un.{Aug.).
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(e) Change in Heat Content - PHC(b) Change in Heat Content

(d) Net Atmosphere-Ocean Flux(a) Net Surface Flux

(c) Ocean Heat Flux Convergence

-300  -200  -100      0      100    200    300

Figure 4. Winter (Jan.{Mar.) (a-c) are ocean heat budget terms (in W m � 2) from CCSM2 and observations (see
Eq. 5, terms sum to zero) with ice edge from CCSM2. (d) shows the net atmosphere{ocean heat 
ux (excluding
the ice{ocean 
ux) from the COADS dataset and (e) shows the change in heat content the PHC dataset, both with
ice edge from satellite.
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north and changes little with season. The extreme melt
back in the western Arctic in CCSM2 suggests that spa-
tial variability in the melt rate and ice transport also
in
uence the ice edge position, and so the ice thickness
alone cannot explain the annual cycle of the ice edge
position.

The thin bias in Fig.2a has been attributed to a gen-
eral warm bias during winter over land and sea ice in
the high northern latitudes by Kiehl and Gent [2004].
The bias is reduced in CCSM3, a more recent version
of CCSM2 [Collins et al., 2005], owing to improvements
in mixed-phase cloud physics and the subgrid-scale dis-
tribution of snow on land. The more recent model ver-
sion still produces about the same wintertime ice extent,
even though the ice is about twice as thick in the central
Arctic Basin. However, the September ice meltback is
reduced in CCSM3 because the ice thickness gradient
in April ( dH=dx in Fig. 1) is larger in the new model.

4.1.1. Sea ice volume budget Next we evaluate
growth and melt rates and ice convergence rates that
give rise to the volume budget of sea ice in CCSM2.
Figure 3 shows the key terms for Eq. 1 in fall (Oct.{
Dec.), winter (Jan.{Mar.) and summer (Jun.{Aug.) in
CCSM2 along with the seasonal ice edge.

In agreement with satellite measurements [see, e.g.,
Parkinson et al., 1999], the ice edge in CCSM2 tends
to advance rapidly in fall | typically more than half of
the annual range is subtended locally in two months or
less. This can be seen crudely in Fig. 3 by comparing
the ice extent in the three seasons. The average ice edge
position in fall is closer to the wintertime extent than
the summertime extent. This is because sea surface
temperatures (SST) in the marginal ice zone tend to
be fairly homogeneous by the end of summer, and so
the ice advances rapidly once SSTs reach the freezing
temperature in fall.

In fall and winter, growth rates are about 0.5 cm day� 1

in the central Arctic and exceed 1 cm day� 1 along
most coastlines where o�shore winds create intermittent
poly~nya-like conditions, such as along the Siberian coast
in the Laptev Sea (see Figs. 3a and d). Growth rates
along western boundaries of ocean basins are particu-
larly high as a result of cold air advection by northerly
to northwesterly winds passing over continents and sea
ice on the western side of the ocean basins, in asso-
ciation with the western branch of the Aleutian and
Icelandic Lows.

Wintertime growth rates taper o� in the zone of
high ice convergence near the ice edge where high win-
tertime basal and lateral melt rates are also found in
CCSM2 (see Fig. 3e), particularly in the West Spitzber-
gen and East Greenland Currents where melt exceeds 1
cm day� 1. Untersteiner [1988] described the under-ice
boundary layer that develops in the Fram Strait where
the ice edge meets a sharp gradient in the ocean sur-
face temperature and the ocean currents oppose the ice

motion. Untersteiner estimated the distance normal to
the ice edge that is needed to cool the ocean to the
freezing temperature (and hence the width of the melt
zone) and found the distance was roughly 125 km. This
agrees roughly with the width of the melt zone at the
ice edge in the Fram Strait and elsewhere in the north-
ern hemisphere in CCSM2 (see Fig. 3b). Melt rates at
the top surface of the ice are near zero everywhere in
winter and hence are not shown.

Throughout the year sea ice is generally diverging
from the interior of the pack and converging at the ice
edge (Figs. 3c, f, and i), except in the Chukchi Sea
where ice converges against the shore in the model in
fall and winter. Divergence contributes about half as
much as ice growth to volume changes in the Arctic in
winter. Convergence of ice near the southern ice margin
appears to play a mixed role in determining the distance
between the ice edge and the pole in winter. For exam-
ple, ice convergence tends to be high where ice exists in
low latitudes such as the Labrador, Bering, and Okhots
seas. However, the latitude of the ice edge within each
of these three regions is not well correlated with local
convergence rates. In some areas along the ice edge,
basal and lateral melt tend to balance convergence, so
the ice advances more slowly there.

In summer, basal plus lateral melt exceeds melt at
the top surface in the Arctic Basin, except where sum-
mertime continental climates have a strong in
uence on
the sea ice cover, such as in the Canadian Archipelago
and in northern Ba�n Bay (compare Fig. 3g and e).
Comparable rates of basal and top surface melt were
measured at SHEBA in 1997-1998: Perovich and Coau-
thers [1999] report approximately 100 cm of basal melt
and 30 cm of top melt. However, the dominance of
basal and lateral melt over surface melt in CCSM2 in
the central Arctic and in observations at SHEBA are
at odds with the measurements of Untersteiner [1961],
who found on average 40 cm of melt at the top sur-
face and 10 cm at the bottom. Observations of melt
rates in the marginal ice zone are lacking, but sea ice
models forced by observed atmospheric �elds simulate
melt rates much like those shown in Fig. 3 for CCSM2
[Steele and Flato, 1999].

The pattern of ice volume convergence in CCSM2
during summer (Fig. 3f) indicates there is net diver-
gence from the central Arctic. However, the summer
divergence pattern in CCSM2 may be unrealistic since
the atmospheric winds over the Arctic Ocean have an
anticyclonic bias in summer. Compared to winter, vol-
ume convergence appears to play a reduced role near
the ice edge in summer.

The distance between the pole and the ice edge varies
a great deal across ocean basins in winter, while the
summertime ice edge is more zonal. In principle, the
position of the wintertime ice edge in the northern hemi-
sphere depends on the balance of ice dynamics, which
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advects ice toward the periphery of the ice pack, and
basal and lateral melt, which is con�ned to a narrow
band near the ice edge. There appears to be a fairly
strong relationship between the latitude of the ice edge
and ice convergence in the northern North Atlantic but
not in the northern North Paci�c.

The volume budget in Fig. 3 indicates wintertime
melt near the ice edge overwhelmingly takes place at the
base. According to Eq. 3, the basal melt (or growth)
rate is the sum of the ocean-ice heat 
ux and the con-
ductive 
ux. Because isotherms of surface air temper-
ature in winter are roughly parallel to the ice edge, the
conductive 
ux tends to be fairly homogeneous along
the ice edge (not shown). In addition, lateral melt
rates depend solely on the ocean-ice lateral heat 
ux
because horizontal conduction in the ice interior is as-
sumed negligible. For these reasons, we can conclude
that the ocean-ice heat 
ux plays a key role in deter-
mining the ice edge position, with the caveat that we
know rapid growth along western shores and advection
in certain regions are also very important. Next we
present a breakdown of the ocean heat budget to better
understand the controls on basal and lateral melt.

4.1.2. Ocean Heat Budget The ocean energy
budget in Eq. 5 is a balance of three terms: the net
surface 
ux, the OHFC, and the change in heat content
of the ocean. Figure 4 a{c shows the wintertime mean
of these three terms with the wintertime ice edge from
CCSM2. In winter the surface 
ux cools the ocean in
the high northern latitudes, so its sign is given as neg-
ative. The sign convention for the other two terms was
then chosen so the three terms sum to zero, as in Eq.
5.

Our budget analysis resembles that of Seager et al.
[2002], who used observations in the North Atlantic to
argue that the ocean heat 
ux convergence in midlat-
itudes was insubstantial to explain the warm winters
of western Europe compared to North America. Our
analysis di�ers as we cover subpolar and polar regions
and we focus on model results, which do not su�er from
issues of data sparseness and/or quality.

To compare with CCSM2, Fig 4d shows wintertime
observations of the atmosphere-ocean only portion of
the surface 
ux ((1 � A)FOA in Eq. 6) from the Compre-
hensive Ocean-Atmosphere Data Set (COADS), based
on observations from 1945-1989 [da Silva et al., 1994]
and Fig 4e shows the change in heat content from the
Polar Hydrographic Climatology (PHC), with temporal
coverage from 1900{1994 [Steele et al., 2001]. Figures
Fig 4d and e are shown with the observed wintertime
ice edge from passive microwave satellite data for the
period 1979-2002. Observations of heat content and sur-
face 
uxes are too inaccurate to yield a reliable estimate
of the wintertime OHFC as a residual.

Over ice-free regions, CCSM2 overestimates the mag-
nitude of the surface 
ux in COADS just south of the ice

edge by about 30%, except o�shore of Labrador where
CCSM2 underestimates it. However, these are also re-
gions where the COADS data are most sparse. The
change in stored heat in the PHC is even more prob-
lematic. It seems unlikely that there should be any re-
gions where the ocean heat content increases very much
during winter, as seen in parts of the northern North
Atlantic in Fig. 4e. If the magnitude of the stored
heat in these regions is taken as an uncertainty in the
data, the uncertainty is at least 100 W m� 2. Nonethe-
less there are some regions where the change in stored
heat in CCSM2 compares well with the PHC, like in the
northern North Paci�c.

In both model and nature, the ice edge in the north-
east part of the North Atlantic is closest to the pole,
except where it is obstructed by coastlines. This is not
for lack of surface heat loss { the net surface 
ux is very
negative there. Studies often conclude that large parts
of the Greenland Iceland and Norwegian (GIN) seas are
ice-free during winter because of heat transport into the
region by the North Atlantic Current [Hibler III, 1986;
Semtner, 1987]. The OHFC is a combination of heat
transport by the Eulerian mean circulation and that
which is induced by eddy motions. Danabasoglu [1998]
showed that most of the heat transport in the north-
ern hemisphere is due to the Eulerian mean circulation,
and hence Fig. 4c shows that heat transport by the
North Atlantic Current into the GIN seas is substan-
tial. However, in wintertime the change in heat content
of the ocean, shown in Fig. 4b, is similar in magnitude
to the OHFC in the GIN seas (and much of the northern
North Atlantic), which indicates that we must also con-
sider the sources of ocean heating year-round. Indeed
in the northern North Paci�c, the wintertime change in
heat content is typically much larger than the OHFC in
the vicinity of the ice edge, except just south of Alaska
where the OHFC reaches� 200 W m� 2. Only about 10
W m � 2 of heat sustained for a year is needed to melt
one meter of ice, assuming 100% ice coverage, and so
it is not surprising that the OHFC must be quite small
under compact ice, typical of the Arctic. 10 W m� 2 is
tiny compared to typical OHFC just south of the ice
edge, and so it seems likely that the OHFC could have
a very strong in
uence on the ice edge location.

The terms in the ocean heat budget and the position
of the ice edge appearmutually related in the northern
hemisphere. The sharp reduction in the surface heat

ux is due to the excellent insulating quality of sea ice.
Because surface heat loss is so small and a strong halo-
cline exists under Arctic sea ice, the ocean convects only
weakly under sea ice. Yet vigorous convection occurs
adjacent to the ice edge, particularly in the GIN seas,
owing in part to cold o�-ice winds. Such a large horizon-
tal gradient in convective strength in
uences the ocean
heat transport near the ice edge. According to Fig. 4c
the OHFC is small under ice in the Arctic in CCSM2,
and it is often sharply peaked adjacent to the ice edge.
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Figure 5. Annual means of sources of heating to the ocean heat budget (in W m � 2) with the ice edge from
CCSM2.
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Figure 6. Ice regions used for averages in Table 1.

Table 1. Relative sources of ocean heating in CCSM2
averaged over regions identi�ed in Fig. 6.

Region Absorbed Shortwave OHFC
% %

Barents Sea 37 63
Greenland Sea 40 60
Labrador Sea 80 20
Bering Sea 64 36
Okhotsk Sea 67 33
South Atlantic 83 17
Southeast Indian 58 42
South Paci�c 65 35

The main sources of ocean heating are solar absorp-
tion and the OHFC. While solar absorption only sup-
plies heat in summer, the OHFC is substantial year-
round in much of the northern North Atlantic. Figure
5a and b show the annual-mean �elds for these two com-
ponents. Unsurprisingly, solar absorption is quite zonal
because the sea ice edge and contours of ice concentra-
tion are also nearly zonal in summer. The annual mean
OHFC is even larger than the wintertime value in some
regions where strong westerly winds cause southerly Ek-
man drift in the surface currents that peaks in winter,
as discussed in Seager et al. [2002].

Regional variations in these sources of ocean heat af-
fect the latitude of the ice edge. On the large-scale in
the northern North Atlantic, Fig. 5b shows that the
OHFC in the ice-covered Labrador Sea is� 200W m� 2

less than the ice-free southern Barents Sea, which over-
whelms the di�erence in solar absorption. Quite re-
markable, however, is that outside of the East Green-
land Current and shallow shelf regions, the OHFC is
rather homogeneous in the GIN seas. It is possible that
nearly the whole of the GIN seas would be ice-free in

CCSM2, if it were not for the large volume of ice enter-
ing the region through Fram Strait and the protection
from the North Atlantic Current that the ice gains in
the East Greenland Current.

Figure 5 can also be used to identify the relative pro-
portions of ocean heating by solar absorption and the
OHFC on the annual mean. Table 1 gives the rela-
tive contribution from these terms averaged over the
marginal ice zone by region as identi�ed in Fig. 6. The
regions were selected as representative of areas within
the marginal ice zone with relatively common behavior,
such as the area traversed by the ice edge in the Barents
Sea, excluding areas within a few hundred kilometers of
the coast. According to Table 1, the OHFC is a rela-
tively large source of heating in the marginal ice zone
of the Barents Sea and a relatively small source in the
Labrador Sea. A rough correspondence exists between
the relative amount of heating by the OHFC and the
latitude of the region.

Fig. 7 shows a scatter plot of the latitude of the ice
edge and the OHFC in the vicinity, for 1� intervals of
longitude in the northern hemisphere (see �gure caption
for more details). While all of the points taken together
are highly correlated (r 2=0.49), it is not clear how to
asses the number of independent degrees of freedom in
the data. For this reason we use a simpler analysis that
only attempts to show that the OHFC di�ers between
groups of points that are clustered together. In addi-
tion, we exclude points in the East Greenland Current,
as we have already noted that no simple relationship
exists between the ice edge and OHFC there. In Fig.
7, the points cluster roughly in two groups with lati-
tudes less than 62� (corresponding to the ice edge in
the North Paci�c and Labrador Sea) and and greater
than 73� (corresponding to the ice edge in the Barents
Sea and Fram Strait. The mean OHFC for these two
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Figure 7. Scatter plot of the latitude of the ice edge
in the northern hemisphere versus the ocean heat 
ux
convergence in the same vicinity. The latitude of the ice
edge is given along for 1� intervals of longitude where
unobstructed by coastlines and the OHFC is averaged at
the same longitude interval and for latitudes beginning
at the ice edge and spanning 3� towards the equator.
The points are split into groups south of 62� and north
of 73� N, which exclude points in the Greenland Sea,
and the average heat 
ux is shown for each group with
an open circle. Error bars show the standard error and
average error of the mean.

groups of points is signi�cantly di�erent at the 95%
con�dence level along the ice edge of the high and low
latitude groups, which suggests that the OHFC plays a
considerable role in establishing the latitudinal position
of the ice edge.

4.2. Southern Hemisphere

The September and March positions of the sea ice
edge in the southern hemisphere are shown in Fig. 8
for CCSM2 and for passive microwave satellite observa-
tions. In addition the September ice thickness is shown
for CCSM2. The September ice edge in CCSM2 is too
far north by 5-10� in the South Atlantic, and elsewhere
mostly CCSM2 is not quite extensive enough. Gener-
ally the wintertime ice cover in the southern hemisphere
is less compact than in the northern hemisphere. The
ice compactness in CCSM2 tends to be low in the south-
ern South Atlantic and high elsewhere. In spite of the
model biases, the September position of the ice edge in
the southern hemisphere is more zonal than in the the
northern hemisphere, and the ice edge spans a smaller
interval of latitudes. In both model and observations,
the ice edge in March tends to hug the continent, except
in the Weddell Sea.

The relationship between ice thickness and ice edge
position in Fig. 8 indicates that the summertime re-
duction in thickness is 2.5{3 m in some parts of the
Southern Ocean. We will try to explain why this is the
case by �rst evaluating the ice volume budget terms.

4.2.1. Sea ice volume budget Figure 9 shows
the ice volume budget terms for the southern hemi-
sphere in CCSM2. In fall and winter, growth rates
are highest next to the continent in coastal poly~nya-
like features in the model (see Figs. 9a and d), where
o�-shore winds form a great deal of open water during
winter (see Fig. 9c and f). In fall, the growth rates are
much higher away from the continent than they are in
winter. Consequently, the ice edge advances rapidly in
fall and then advances comparably quite slowly in win-
ter, as was the case in the northern hemisphere. Basal
and lateral melt rates at the ice edge also conspire to
reduce the ice advance in winter in some regions, al-
though the melt rates are much more modest in the
southern hemisphere than in the northern hemisphere.
In addition, substantial melt rates are seen hundreds of
kilometers from the ice edge in Antarctica, while melt
rates were virtually zero at a similar distance from the
ice edge in the Arctic. As in the northern hemisphere,
top surface melt rates are negligible in winter in the
southern hemisphere (not shown).

Net convergence of the ice pack increases the ice vol-
ume throughout most of the marginal ice zone in the
South Atlantic sector in fall and winter (see Figs. 9c
and f). A noteworthy semi-circle of high ice convergence
brackets the eastern half of Antarctica, in the transition
region between the Antarctic Coastal Current and the
Antarctic Circumpolar Current, which circle in opposite
directions around the continent.

In summer, basal plus lateral melt exceeds melt at
the top surface everywhere in the southern hemisphere
(compare Fig. 9g and h). The top surface melts very
little anytime in the southern hemisphere in CCSM2,
consistent with the observations reported by Gordon
[1981]. The melt pattern in Fig. 9h depends mostly
on the late winter ice thickness (Fig. 8), and hence
the availability of ice to melt. Although the ice is too
extensive in winter in the South Atlantic, much of the
ice melts-away in summer owing to high basal melting
rates.

Summertime ice transport depletes the ice through-
out most of the marginal ice zone and builds it up along
the east Antarctic coast. as the ice motion in the narrow
ring around the continent takes on a southerly compo-
nent (see Fig. 9f). Ice around the rest of Antarctica is
also typically converging towards the continent, but in
a very inhomogeneous fashion.

The unique features in the volume budget in the
southern hemisphere compared to northern hemisphere
are the tendency for substantial wintertime melting un-
der regions even far from the ice edge, the near absence
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Figure 8. The September (solid) and March (dashed) position of the seaice edge in the southern hemisphere in
CCSM2 (left) and from passive microwave satellite observations (right). The left panel also shows the September
ice thickness (in 1 m contours) from CCSM2. The position of the ice edge is de�ned as the 50% contour of the ice
concentration.

of melt at the top surface even in summer, and the very
large reduction in ice thickness in some regions. The
lack of top surface melting can be attributed to the deep
snow cover on the ice, and the near absence of snow-free
land (which might otherwise warm-up) in the vicinity
during summer. Consequently the ice surface tends to
remain snow covered, until the ice disappears by lateral
and basal melt. Around east Antarctica, transport in
summer provides a large sink of ice locally at the ice
edge and gives rise to a large reduction in ice thickness
and extent there. Wintertime melting far from the ice
edge can only be understood by taking a closer look at
the ocean heat budget, which we discuss next.

4.2.2. Ocean Heat Budget The terms from the
ocean heat budget (Eq. 5) of CCSM2 in winter are
shown in Fig. 10. Unfortunately observations in the
southern hemisphere are too sporadic to produce a use-
ful picture for comparison. As in the northern hemi-
sphere, meridional variations in the ice edge depend
little on the wintertime ocean-atmosphere surface heat
loss, otherwise we would expect the ice to be more ex-
tensive in the Paci�c. The other two terms in the ocean
heat budget in winter (see Fig. 10b and c) show that
the change in heat content is typically about a factor
of �ve higher than the OHFC along the ice edge. The
change in heat content is fairly uniform along the ice
edge. In contrast, the OHFC is considerably smaller,
even negative, where the ice edge is farthest north. Be-
neath the ice, the OHFC averages about 12 W m� 2 in
CCSM2.

In the presence of sea ice, the annual-mean OHFC is
equal to the near-surface vertical heat 
ux in the ocean,
provided the ocean heat content is in steady-state. The

OHFC in CCSM2 is similar to estimates of the vertical
heat 
ux needed to maintain the seasonal sea ice cover
around Antarctica in other modeling work [Parkinson
and Washington, 1979; Martinson, 1990]. Observational
estimates of the near-surface vertical heat 
ux in the
Southern Ocean are mostly limited to the Weddell Sea
in winter, where values range from 23 to 52 W m� 2

[Gordon and Huber, 1990; McPhee et al., 1999] in the
east to about 7 W m� 2 in the west [Lytle and Ackley,
1996]. The east-west variation in vertical heat 
ux co-
incides with the observed east-west thermal front in the
ocean below the pycnocline, where Weddell Deep Wa-
ter lies [Gordon and Huber, 1984]. The pattern of the

ux in the model (not shown) has low values extend-
ing north and east of the Maud Rise (roughly 65� S and
0� E), which encourages the ice coverage to be greater
than is observed in that area.

Annual means of the two main sources of ocean heat-
ing in the southern hemisphere are shown in Fig. 5c
and d. Both components are fairly zonal, except in
the South Atlantic sector. Clearly solar absorption is
the larger component at the ice edge in the southern
hemisphere. Also the pattern of OHFC lacks the sharp
increase immediately equator-ward of the ice edge that
was seen in the northern hemisphere. The ocean un-
der the ice in the southern hemisphere is generally less
strati�ed and more prone to convect under ice than in
the northern hemisphere, so the southern hemisphere
lacks the large gradient in convective activity at the ice
edge that is apparent in (see Fig. 5d and b).

Table 1 shows the relative proportions of the sources
of heating to the ocean shown in Fig. 5c and d, averaged
over various regions in the southern hemisphere that are



submitted to JOURNAL OF CLIMATE: BITZ, HOLLAND, HUNKE, and M ORITZ 13

������������������
������������������
������������������
������������������

������������������
������������������
������������������
������������������

0.5 10-0.5-1

(a) Fall Growth Rate (d) Winter Growth Rate

(b) Fall Basal+Lateral Melt

(c) Fall Convergence (f) Winter Convergence (i) Summer Convergence

(e) Winter Basal+Lateral Melt (h) Summer Basal+Lateral Melt

(g) Summer Top Surface Melt

Figure 9. As in Fig. 3 but for the Southern Hemisphere, where fall is (Apr.{Jun.), winter is (Jul.{Sep.), and
summer is (Dec.{Feb.).
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Figure 10. As in Fig. 4a{c but for the southern hemi-
sphere in months Jul.-Sep.
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Figure 11. Scatter plot as in Fig. 7, but for the south-
ern hemisphere and with error bars shown for groups of
points above and below 60� S.

de�ned in Fig. 6. There is a correspondence between
the relative amount of heating by the ocean and the
latitude of the region, as was noted for the northern
hemisphere.

Fig. 11 shows a scatter plot of the latitude of the
ice edge and the OHFC in the vicinity as was given for
the northern hemisphere. The ice edge in the southern
hemisphere spans a smaller interval of latitude than in
the northern hemisphere, and there are no regions that
experience drift speeds as large as in the East Greenland
Current. As in the northern hemisphere, the points
are correlated (r 2=0.35), but again it is not clear how
to asses the number of independent degrees of freedom
in the data. We have broken the points in Fig. 11
into just two groups consisting of latitudes north and
south of 60� S, which generally also lie along eastern
and western longitudes, respectively. With the latitudes
separated in this way, the mean OHFC along the ice
edge is signi�cant di�erent at the 95% con�dence level
along the ice edge for the two latitude groups.

As was mentioned at the start of section 4.2, the
southern hemisphere ice in CCSM2 is too extensive in
winter in the Atlantic sector. Without observations for
comparison, we can only speculate which terms are re-
sponsible for model biases. We have made a case for a
relationship between OHFC and the latitude of the ice
edge. Obviously, increasing the South Atlantic OHFC
where the ice is too extensive would reduce the cover-
age, but so would increasing atmospheric heat conver-
gence or decreasing the northward component of the
wind stress. As all of these variables are mutually re-
lated, it is not possible to point to any one of them as
the source of the bias.



submitted to JOURNAL OF CLIMATE: BITZ, HOLLAND, HUNKE, and M ORITZ 15

-30 -20 -10 0 10 3020

(b) Ocean Heat Flux Convergence

(a) Absorbed SW

(d) Ocean Heat Flux Convergence

(c) Absorbed SW

0-20 -10 10 20

Figure 12. Di�erence between simulation with 2XCO 2 and control in the sources of heating (in W m� 2) to the
annual-mean ocean heat budget, as in Fig. 5. The wintertime (Jan.{Mar.) mean ice edge is shown for both
simulations with 2XCO 2 as dashed.
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Figure 13. Di�erence between simulation with 2XCO 2 and control in the ocean-ice heat 
ux. The wintertime
mean ice edge is shown for both simulations with 2XCO2 as dashed.

5. Changes under increased CO 2

One of our motivations for investigating processes
that control the ice edge is to understand how the ice
edge might change under increased radiative forcing. A
reduction in ice cover is one of the changes predicted
with increased greenhouse gases (GHG), but so too is
a decrease in ocean heat transport in mid-latitudes in
most models [Houghton et al., 2001]. Analysis of an
integration forced with increasing GHG levels is an op-
portunity to further investigate what controls the mean
position of the ice edge.

Here we examine the model response to increasing
CO2 at the rate of 1% per year for 80 yrs by computing
averages over the last 20 years (i.e., at the time of CO2
doubling). In section 2, we described an error in the
method used to increase CO2 in CCSM2 that results in
an underestimate in the magnitude of the response to
doubling CO2 of approximately 10%.

Figure 12 shows the change in the wintertime sea-
ice edge and the di�erence between the annual mean
OHFC and solar absorption by the ocean between the
simulation with 2XCO 2 and the control in CCSM2. In
most regions near the ice edge, the OHFC decreases
more than the solar absorption increases. The changes
in the ocean heat budget shown in Fig. 12 give rise to
a reduction in the ocean-ice heat 
ux in most regions
along the ice edge (see Fig. 13). This reduction indi-
cates that changes to the OHFC outweigh the increased
shortwave absorption.

The wintertime sea ice edge appears to change lit-

tle from the control climate to the 2XCO 2 climate in
either hemisphere. This is due chie
y to two e�ects:
(1) a negative feedback whereby sea ice renews itself
quickly because the growth rate depends inversely on
ice thickness [see Gordon and O'Farrell, 1997] and (2)
the decrease in OHFC near the ice edge. The ice actu-
ally advances north of the Ross Sea, where the OHFC
decreases more than any other place along the ice edge
in the southern hemisphere. In contrast, the regions
where the ice recedes the most (i.e., the eastern Bering
Sea, the Labrador Sea, the Barents Sea, and the east-
ern side of Antarctica) are places where the OHFC de-
creases the least.

Figure 14 shows scatter plots of the change in the
latitude of ice edge and the change in the OHFC in the
vicinity of the ice edge. The correlation coe�cient for
the northern hemisphere is 0.72 and for the southern
hemisphere it is 0.40. It is di�cult to know if these
are signi�cant, because as mentioned previously it is
not clear how to estimate the number of independent
degrees of freedom in the data. Nonetheless the �gures
suggest that reductions in the OHFC counteract some of
the in
uence of the increased longwave forcing and ice-
albedo feedback associated with increased GHGs and
supports the conclusions we have drawn from the con-
trol climate simulation { that is the position of the sea-
ice edge is a strong function of the OHFC.

It is noteworthy that the OHFC increases in some
regions poleward of the annual mean sea ice edge (see
Figure 12). Because the ocean is not warming appre-
ciably under the ice (not shown), the increase in OHFC
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Figure 14. Scatter plot of the change in latitude of
annual mean ice edge and change in the annual mean
ocean heat 
ux convergence at the ice edge in response
to doubling CO2 for the northern (a) and southern (b)
hemispheres. The latitude of the ice edge is taken at 1�

intervals of longitude where unobstructed by coastlines.
The OHFC is averaged over the same longitude and for
latitudes that span the change in the position of the ice
edge.

must be accompanied by a net increase in the surface
heat loss from the ocean. In the warmer climate, the sea
ice is generally thinner and there is more open water on
the annual mean. These changes in the sea ice give rise
to an increase in sensible heat loss through leads and
conduction through the ice that is even greater than the

the increase in net radiation into the surface in CCSM2.

6. Conclusions

One of the most striking similarities in the behavior
of ice in the marginal ice zone in both hemispheres in
CCSM2 is the year-round dominance of basal and lat-
eral melt over top surface melt. Ice is often transported
into regions where the ocean temperature is above the
freezing temperature and/or heat is transported by the
ocean under the ice, which causes year-round basal and
lateral melt at the ice margin. Primarily two sources
supply heat locally to the ocean vertical column: solar
absorption and OHFC. Proportions of heating in the
marginal ice zone by these two sources, shown in ta-
ble 1, indicate that the latitudinal position of the ice
edge for each hemisphere taken individually depends
roughly on the relative strength of the ocean heat 
ux
covergence.

According to this simple picture, the sea ice edge in
the Labrador ought to be even further south than in the
Okhotsk Sea, which is not the case. Obviously other
factors contribute to the latitudinal distribution such
as the cold Siberian winds that cool the Okhotsk Sea
compared to the marine air impinging on the southern
margin of the Labrador Sea.

The strength of the OHFC is the most likely expla-
nation for maintaining ice-free conditions in the Nor-
wegian Sea and ice coverage in the Bering Sea, al-
though these two regions share nearly the same latitude.
The OHFC is approximately 200 W m� 2 in the Norwe-
gian Sea compared to approximately 40 W m� 2 in the
Bering Sea. By extension the Greenland Sea in CCSM2
ought to be ice-free altogether. However, southward ice
advection into the Greenland Sea is much larger than
elsewhere in the northern hemisphere and maintains the
ice coverage there.

How can we be certain that the position of the ice
edge itself isn't controlling the OHFC? In a few regions,
we �nd that the ice edge is heavily in
uenced by cold
air advection and ice motion. However, the model es-
timates of the volume budget do not generally support
a consistently strong relationship between ice dynamics
and the position of the ice edge.

Why do basal and lateral melt exceed top surface
melt at the ice margin, even where the OHFC is small?
The answer is simply that ice-free ocean absorbs about
�ve to ten times more shortwave radiation than sea ice
under typical melting conditions, so it is unsurprising
that incoming shortwave radiation supplies more heat
to the ocean (and hence basal and lateral melt) than to
the ice upper surface (and hence top melt) in a region
that is ice-free for at least some portion of the year.

It is often said that sea ice in the southern hemi-
sphere melts primarily on the bottom [Gordon, 1981].
Our study shows that this is true in CCSM2 as well.
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Our analysis shows that shortwave absorption is pro-
portionally a larger contribution than OHFC in the
marginal ice zone in the Southern Ocean of CCSM2.
However, the OHFC is on average about 12 W m� 2

over portions of the Southern Ocean that are sea ice
covered in winter. In contrast, the OHFC under ice in
the Arctic Basin is approximately zero.

According to our analysis of CCSM2, the OHFC is a
key player in controlling the position of the ice edge.
Where the OHFC is large, the ice edge tends to be
closest to the pole and the ice edge moves little over
the seasonal cycle (i.e., the marginal ice zone is nar-
row). Where the OHFC is modest, but nonzero, the ice
is mostly seasonal, extends to relatively low latitudes
in winter, and retreats a long distance in summer. In
the present day climate, thick perennial ice only exists
where the OHFC is approximately zero.

This picture holds in a climate subject to increased
CO2 forcing upto (at least) twice pre-industrial levels
in CCSM2. The OHFC near the ice edge is gener-
ally weaker in the warmer climate, and its in
uence
on the ice edge partially defeats the increase in sur-
face radiative forcing. However under the perennial ice
pack, in some areas within the marginal ice zone, the
OHFC increases under increased CO2, which tends to
create conditions more favorable for seasonal ice cover-
age throughout the polar oceans.
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