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Abstract. A 1-year field program was conducted at South Pole Station in 1992 to measure the
downward infrared radiance spectrum at a resolution of 1 cm™! over the spectral range 550-1667
cm’l. The atmosphere over the Antarctic Plateau is the coldest and driest on Earth, where in
winter, surface temperatures average about -60°C, the total column water vapor is as low as 300
um of precipitable water, and the clear-sky downward longwave flux is usually less than 80 W m™.
Three clear-sky test cases are selected, one each for summer, winter, and spring, for which high-
quality radiance data are available as well as ancillary data to construct model atmospheres from

radiosondes, ozonesondes, and other measurements. ‘The model atmospheres are used in
conjunction with the line-by-line radiative transfer model (LBLRTM) to compare model
calculations with the spectral radiance measurements. The high-resolution calculations of
LBLRTM (=0.001 cm'l) are matched to the lower-resolution measurements (1 cm'l) by adjusting
their spectral resolution and by applying a correction for the finite field of view of the
interferometer. In summer the uncertainties in temperature and water vapor profiles dominate the
radiance error in the LBLRTM calculations. In winter the uncertainty in viewing zenith angle
becomes important as well as the choice of atmospheric levels in the strong near-surface
temperature inversion. The spectral radiance calculated for each of the three test cases generally
agrees with that measured, to within twice the total estimated radiance error, thus validating
LBLRTM to this level of accuracy for Antarctic conditions. However, the discrepancy exceeds
twice the estimated error in the gaps between spectral lines in the region 1250-1500 cm™!, where
emission is dominated by the foreign-broadened water vapor continuum.

1. Introduction

The Antarctic Plateau covers large areas of East Antarctica
(above 2000 m) and West Antarctica (above 1500 m). In its long-
wave radiation budget this region differs from the katabatic wind
region [Yamanouchi and Kawaguchi, 1984, 1985] and the mari-
time Antarctic [Lubin, 1994]. For most of the year a near-surface
temperature inversion is present over the plateau, whose strength
increases with surface elevation as the atmosphere becomes thin-
ner and less absorptive to infrared radiation. Large radiation
losses to space occur throughout most of the year, with frontal
activity and the associated cloudiness temporarily reducing the
loss at the surface [e.g., Stone et al., 1989; Stone and Kahl, 1991].

Continuous records of meteorological data from the East Ant-
arctic Plateau exist for three stations: 40 years at South Pole
(90°S), 40 years at Vostok (78°S, 107°E), and 3 years at Plateau
(79°S, 40°E). Since there is little regional variation in climate
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across the plateau, data from one location can represent a large
geographical area. Thus, in the absence of data at other locations,
atmospheric conditions at South Pole Station may serve to repre-
sent the conditions over most of East Antarctica. Recent attempts
to model the climate of the Antarctic have met with some success
in comparing model output with existing observational data sets
[Tzeng et al., 1993, 1994; Genthon, 1994]. For the purpose of this
paper the most important characteristic of the atmosphere over the
Antarctic interior is that it is the coldest and driest on Earth and
thus represents an endpoint of terrestrial climate.

In the 1980s a project on Intercomparison of Radiation Codes
used in Climate Models (ICRCCM) was established to compare
radiative transfer models, ranging from detailed line-by-line codes
to highly parameterized band models [Luther et al., 1988; Elling-
son and Fouquart, 1991]. The results of clear-sky calculations for
shortwave models were summarized by Fouquart et al. [1991] and
those for longwave models by Ellingson et al. [1991]. The atmo-
spheres used in those comparisons were the five reference atmo-
spheres of the Air Force Geophysics Laboratory (AFGL)
[McClatchey et al., 1972] as well as isothermal atmospheres con-
taining only CO, or H,O as gaseous absorbers. One of the main
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conclusions of the longwave study was that line-by-line radiative
transfer models, although they agree well with each other, do not
represent an absolute standard by which to judge less detailed
models. Their output must therefore be compared with data from
the real atmosphere. Spectral rather than broadband, and radiance
rather than flux measurements, would be most useful because the
causes of discrepancies between model and observation can be
more easily identified if angular and spectral averaging has not
been done. Specifically, the study concluded that spectral radi-
ance data of moderate resolution (about 1 cm'l) would be particu-
larly valuable for comparison with a variety of radiation codes at
various spectral resolutions.

To resolve the differences among the most detailed radiation
models, the ICRCCM participants recommended that accurate
spectral radiance measurements be made coincidentally with the
atmospheric variables necessary to calculate radiance [Ellingson
etal., 1991]. Currently, data sets of this type exist for the follow-
ing locations: (1) Coffeyville, Kansas, where the Spectral Radi-
ance Experiment (SPECTRE) was performed [Ellingson and
Wiscombe, 1996], (2) the Southern Great Plains site of the Atmo-
spheric Radiation Measurement (ARM) program [Stokes and
Schwartz, 1994; Ellingson et al., 1995], (3) the California coast
[Clough et al., 1989a], and (4) the tropical Pacific Ocean [Lubin et
al., 1995]. ARM is now establishing a site on the North Slope of
Alaska.

The Antarctic Plateau is an ideal location for acquiring spectral
radiance data for testing radiative transfer models. Since the
atmosphere is so cold and dry (<1 mm of precipitable water), the
overlap of the emission spectrum of water vapor with that of other
gases is greatly reduced. Therefore the spectral signatures of other
important infrared emitters, namely, CO,, O3, CHy, and N0, are
quite distinct. In addition, the low atmospheric temperatures pro-
vide an extreme test case for testing models. Even in summer the
atmosphere is colder and drier than the sub-Arctic winter, the
coldest of the five AFGL model atmospheres. The radiation con-
ditions at the surface of the Antarctic Plateau in winter are similar
to those at the tropopause at lower latitudes. Routine operations at
South Pole Station provide good ancillary data for characterizing
the atmosphere throughout the year. The South Pole Weather
Office (SPWO) launches radiosondes once or twice per day and
makes surface weather observations at least every 6 hours. The
Climate Monitoring and Diagnostics Laboratory (CMDL) of the
National Oceanic and Atmospheric Administration (NOAA) pro-
vides continuous near-surface concentrations of several radia-
tively active trace gases, as well as ozonesonde profiles once or
twice per week.

Many previous Antarctic field programs have reported mea-
surements of broadband radiation fluxes [Hanson, 1960; Hanson
and Rubin, 1962; Rusin, 1964; Kopanev, 1967, Kuhn et al., 1977,
Yamanouchi et al., 1982; Carroll, 1982, Yamanouchi and
Kawaguchi, 1984]. Such broadband measurements, however, are
not useful for identifying defects in radiative transfer models.
Here our focus is instead on how the radiance varies across the
infrared spectrum. In this paper we describe a data set taken at
South Pole Station throughout the year of 1992, consisting of
spectral infrared radiances together with observations from radio-
sondes and other instruments to characterize the atmosphere. Par-
ticular attention is given to the calibration and uncertainty
associated with the radiation measurements. The calibration pro-
cedure described here is an improvement over that of Van Allen et
al. [1996], which used the same instrument at South Pole Station.
Their experiment was designed to study stratospheric chemistry,
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which did not require the level of accuracy needed here for
SPECTRE-type comparisons. '

The uncertainties associated with characterizing the atmo-
sphere are also estimated, particularly with regard to temperature
and humidity variations in the near-surface layer. Three test cases
are constructed, using the highest-quality measurements from the
data set, representing the meteorological and infrared radiation
conditions in summer, winter, and spring under clear sky. These
test cases are used to compare the spectral infrared radiances with
calculations of the line-by-line radiative transfer model
(LBLRTM) [Clough et al., 1992]. A brief description of
LBLRTM is given below as it is applied to this work, including
how the model calculations were adjusted for instrumental effects,
so that the model results can be compared directly with the obser-
vations. The radiance error in the LBLRTM calculations induced
by uncertainties in the ancillary data is estimated; the major
sources of error are identified for summer and winter conditions.
The comparisons for our six test cases (two viewing angles on
each of 3 days) are shown, and portions of the spectrum are exam-
ined in detail.

2. Field Program

Spectral radiance was measured by a Fourier transform inter-
ferometer (FTIR), manufactured by Bomem, Inc., and modified at
the University of Denver (UD) for outdoor operation at South
Pole. It had been successfully operated through a previous winter
at South Pole for the purpose of determining concentrations of
atmospheric gases important to ozone chemistry [Murcray and
Heuberger, 1990, 1991, 1992]. The radiance spectrum was mea-
sured at viewing zenith angles of 45° and 75°, and also often at
60°, every 12 hours throughout the year except during blizzard
conditions.

The state of the atmosphere is characterized by using various
sources of data. Visual sky observations were made by Warren
during each FTIR measurement, as well as routinely every 6 hours
by the SPWO observers. Vertical profiles of temperature, water
vapor, and ozone are constructed by using a combination of radio-
sonde data from SPWO and CMDL, plus satellite data from the
Upper Atmosphere Research Satellite (UARS) [Reber et al.,
1993]. Tropospheric concentrations of carbon dioxide, methane,
nitrous oxide, and chlorofluorocarbons were obtained from in situ
measurements made at the surface by CMDL, and stratospheric
concentrations were obtained from UARS.

3. Selection of Test Cases

Three days were selected for comparison of spectral radiance
measurements to radiative transfer models: January 17, 1992, May
1, 1992, and October 5, 1992. For each day the calibrated radi-
ances at viewing zenith angles of 45° and 75° are determined. The
three primary criteria for selection were clear skies with minimal
visually observed atmospheric ice crystals, well-calibrated spec-
tral radiance measurements, and time of year. The summer and
winter cases were chosen to span the full range of atmospheric
conditions over South Pole; the springtime case represents an
atmosphere with a depleted ozone profile. Secondary selection cri-
teria include availability of high-quality radiosonde and ozone-
sonde information and minimal time between the radiosonde
launch and the spectral radiance measurements (Table 1). The
seasons at South Pole are defined by the annual cycle of surface
temperature [Schwerdtfeger, 1970; Warren, 1996]:  summer
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Table 1. Characteristics of the Interferometric Measurements and Model Atmospheres

for the Three Selected Test Cases

Date Jan 17,1992  May 1,1992 5 Oct 1992
Representative season summer winter spring
Start time of FTIR measurement, UT 2215 2230 1021
Time of radiosonde launch, UT 2214 2131 0941
Total downward longwave flux, W m 121 76 8
Surface air temperature, °C -32 -66 -62
Inversion strength, K 5 29 25
Total column water vapor, 1.0 0.3 0.3
mm of precipitable water

Carbon dioxide mixing ratio, ppmv 353 353 355
Total column ozone, DU 287 247 147
Methane mixing ratio at the surface, ppbv 1654 1661 1679
Nitrous oxide mixing ratio at the surface, ppbv 308.9 308.6 309.1
CFC-11 mixing ratio at the surface, pptv 265 265 267
CFC-12 mixing ratio at the surface, pptv 491 494 498

DU, Dobson Unit; 1 DU = 0.001 atm cm.

(December-January), autumn (February-March), winter (April-
September), and spring (October-November).

On the three days chosen, no visual clouds were observed in
any portion of the sky by either the SPWO or Warren. The May 1
case was chosen partly because the amount of clear-sky ice crystal
precipitation (“diamond dust) was slight and partly because polar
stratospheric clouds (PSCs) normally are not present until later in
the winter [Poole and Pitts, 1994]. Polar stratospheric clouds are
hard to detect visually from the surface during nighttime, but the
assumption that they were absent on May 1 is supported by the
lidar data discussed by Cacciani et al. [1993].

The primary factor controlling the availability of good sonde
data is the type of balloon used. During the winter, plastic bal-
loons were used alternately with standard rubber balloons; plastic
balloons typically reach higher altitudes (about 30 km) before

- bursting but are more expensive. Test cases were chosen for days
on which the balloon reached high altitude.

4. Spectral Radiance Measurements
4.1 Data

A Michelson-type interferometer was used: Bomem model
MB-100 with electronics upgraded to an MB-120. Data acquisi-
tion from the instrument is controlled by an IBM-PC compatible
computer using software developed by Bomem and UD. Modifi-
cations made at UD for operation in Antarctica include the follow-
ing. A mercury-cadmium-telluride (MCT) semiconductor
detector, cooled by liquid nitrogen, was installed for high sensitiv-
ity at thermal infrared wavelengths. The liquid nitrogen was sup-
plied by a Joule-Thompson expansion cooler using nitrogen gas
from high-pressure storage bottles. An external mirror assembly
was attached to the interferometer, enabling it to view two exter-
nal calibration sources and the sky at three zenith angles.

The interferometer is a two-input, two-output instrument. The
detector, placed at one of the output ports, records the superposi-
tion of infrared radiation from the two input ports, one of which is

an internal reference source; the other is the scene. The output
varies as a function of the optical path difference of the scanning
mirror; its DC offset is suppressed by the interferometer’s elec-
tronics by coupling to the variable portion of the signal [Beer,
1992, equation (1.14b)]. The total optical path difference is
16,384 (633 nm) = 1.04 cm; the wavelength of the interferome-
ter’s laser is 633 nm. Typically, the mirror scans about 50 to 100
times successively, with the output from all scans being averaged
by a process called co-adding. (This number of co-added scans
was necessary to ensure an adequate signal-to-noise ratio for UD’s
research [Van Allen et al., 1996].) The final co-added record is
called an interferogram. The Bomem software apodizes the inter-
ferogram using the Hann-window function [Press et al., 1992],
and performs a Fourier transform, producing an uncalibrated spec-
trum for that individual measurement. The spectral resolution of
the transformed data is 1 cm™! (full width at half maximum). The
spectral bandwidth of the instrument is limited by the response of
the MCT detector and the bandpass of the beamsplitter to the
range 550-1667 cm’!, or 6-18 um. At these limiting wavenumbers
the response is about 10% of the peak response at 900 em’l.

During a typical spectral radiance measurement the interferom-
eter views four or five different scenes successively. A “measure-
ment sequence” consists of viewing zenith angles of 45° and 75°
(and often 60°), bracketed by views of calibration sources: one at
ambient air temperature and another at about 45 K above ambient.
A typical measurement sequence takes 20-30 min. The calibration
sources are grooved copper plates painted with Aeroglaze Z306, a
polyurethane coating. Each source has two thermistors imbedded
in the back of the copper disk, sensing its temperature. The cold
source has one thermistor at the center of the disk and the other on
the periphery. The warm source has a resistive heater attached to
the center of its back surface, to elevate its temperature above
ambient. One of its thermistors is therefore slightly off center,
while the other is on the periphery.

Measurement sequences were performed approximately every
12 hours throughout the year at South Pole and during most rou-
tine radiosonde launches made by the SPWO.  Measurement
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sequences were taken more frequently when the sky was clear,
and special observations were made during some ozonesonde and
water vapor sonde launches. “Housekeeping” information was
recorded routinely during each sequence, consisting primarily of
temperature measurements of various parts of the interferometer.
These measurements were used to select test cases with good ther-
mal stability, in which the instrument temperature drifted by less
than 0.1 K during the measurement sequence [Walden, 1995).

The interferometer was mounted atop the Skylab building at an
elevation of approximately 10 m above the upwind snow surface.
The instrument was housed in about 10 cm of styrofoam insula-
tion, while the external mirror assembly was exposed to the ambi-
ent temperature. Thus the internal temperature of the
interferometer varied only slowly as the ambient temperature
changed.

4.2 Calibration

The method of Revercomb et al. [1988] is used to calibrate
measurements of the sky. An uncalibrated spectrum, C', can be
written as a linear function of the measured radiance, L, as

C = r[L+ L% }e“", M

where r is the instrument response function of the interferometer,
L° represents the spectral offset radiance from the instrument
itself, ¢ is the phase response of the instrument due to optical and
electrical dispersion, and ¢° is any anomalous phase incorporated
into the offset radiance [Revercomb et al., 1988]. All the variables
are functions of frequency. Subscripts w, ¢, and s are applied to C'
and L, referring to warm, cold, and sky (or scene). The uncali-
brated spectra for the warm and cold calibration sources, C,,' and
C., are used to calibrate the measurements of the sky, C', by tak-
ing the real part of the ratio of difference spectra and solving for
the scene radiance, L, giving

Ly =1v[L,-LJ+L,, )]
where
c'/-C/
y = Re[—s,——-i,] 3
Re| e, 3

L,, and L, are the radiances emitted and reflected from the calibra-
tion sources:

L_l = SJB(TJ) +(1 _Sj)B(Tambient)’ (4)

where j is either w or ¢. B(T) represents the Planck radiance at a
particular frequency for a given temperature T, Tj is the tempera-
ture of the emitting surface of the source, €] is the spectral emissiv-
ity of the source, and T,ppient iS the temperature of the ambient
outside air.

There are implicit assumptions in equation (1). First, the out-
put from the interferometer's detector is assumed to be linearly
related to the input radiance into the interferometer. The possibil-
ity of nonlinearities in the detector is not considered in this study,
since any resulting bias is probably small compared with the over-
all radiance uncertainty discussed below.

In addition, the assumption of thermal stability means that the
offset radiance L°_e‘¢° is constant within a measurement sequence,
so that it can be eliminated by the taking the difference of mea-
surements C', which results in the numerator and denominator of
equation (3). The maximum acceptable level of thermal drift of
the interferometer during measurement sequences to be used for
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test cases was chosen such that any radiance errors resulting from
thermal drift are negligible compared with those from other error
sources. However, a procedure for adjusting measurement
sequences with large thermal drift has been developed by Walden
[1995].

The radiances from the calibration sources, L, and L, must be
known accurately, independent of the measurements, for proper
calibration of atmospheric radiances. Thus the accuracy of the
final calibrated radiances depends on accurate specification of the
source temperature and emissivity. The uncertainties in these
temperatures and emissivities must also be assessed to estimate
the uncertainty in calibrated radiances. The source temperatures
and emissivities described below differ from those used by Van
Allen et al. [1996].

4.2.1 Temperature of the calibration sources. The tempera-
ture of each calibration source is measured by two thermistors that
were calibrated to a temperature reference of the National Institute
of Standards and Technology (NIST) by the manufacturer (Yellow
Springs Instruments, Inc., Yellow Springs, Ohio). The electronics
used to measure the source temperatures were checked by substi-
tuting four different high-precision resistors in place of each ther-
mistor. The resistors were chosen to represent a range of
temperatures far exceeding the range experienced at South Pole.
The voltage recorded by the electronics was converted back to a
resistance value, which was then compared with the value of the
precision resistors. Analysis of this cross-check procedure indi-
cated that a small additional resistance needed to be added to the
inferred resistances to reconcile them with the actual values. In
the conversion of resistance to temperature this correction was sig-
nificant when the resistance being measured was small (less than
1000 ohms). The additional resistance ranged from 9 to 75 ohms
and varied from channel to channel within the data acquisition
system. Using the thermistor manufacturer’s conversion from
resistance to temperature, we derived temperature corrections for
each thermistor. Figure 1 shows the corrections for the four ther-
mistors on the calibration sources over the range of temperature
values experienced by these sources at South Pole in 1992. The
corrections are significant at high temperatures, or low thermistor
resistance. The corrections are 0.6 K and 1.3 K for the cold source
thermistors at their maximum yearly temperature of -10°C, and
0.3 K and 1.3 K for the warm source thermistors at +35°C.

Figure 2a shows the difference in temperature reported by the
two thermistors on the cold calibration source. Since the cold
source is at ambient outside temperature, the two thermistors
should agree. True temperature differences between the ther-
mistors would be due to random variation of environmental condi-
tions such as wind speed and direction, causing only random
scatter in the data. Figure 2a shows instead a consistent pattern of
deviation with small scatter; the deviation exceeds the manufac-
turer’s tolerance limit at high temperatures. Figure 2b shows that
after correcting for the thermistor electronics bias the cold source
temperatures agree well for the entire temperature range through-
out the year, thus validating the correction procedure. The true
cold source temperature, T, is then estimated by averaging T4’
and T ¢, where the prime indicates that the correction for the elec-
tronics bias has been applied:

T, =T, +Ay, 5)

where A4 is the temperature correction for the thermistor elec-
tronics bias of channel 4. A similar expression exists for Tq'.

A similar analysis of the warm source is not possible since tem-
perature gradients do exist within the heated plate, but the success
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Figure 1. Thermistor electronics temperature bias (A.) for the

........ The
bias is shown for the range of temperatures experienced at South
Pole during 1992. The thermistors are¢ designated by their house-
keeping channel number: channels 4 and 10 for the cold source
thermistors and channels 5 and 11 for the warm source ther-
mistors. Channels 4, 10, and 11 are 300-ohm thermistors (YSI
44002); channel 5 is a 3000-ohm thermistor (YSI 44005). All
thermistors were manufactured by Yellow Springs Instruments,
Inc., Yellow Springs, Ohio.

of the electronics bias correction procedure for the cold source
argues for its validity in general. We therefore apply the electron-
ics bias correction to the warm source thermistors, Ts and Tj;.
However, for the warm source there is an additional correction
that must be applied due to thermal gradients within this source.
Figure 3a shows that there is a significant temperature difference
between the two thermistors on the warm source, which increases
as the source temperature (e.g., T5') rises above ambient (T,).
This behavior is expected because all thermal gradients in the
source should be proportional to the difference between its tem-
perature and ambient. Since the two thermistors are at different
temperatures, it was necessary to decide which sensor has better
accuracy. Ts' was chosen for two main reasons [Walden, 1995]: it
has better sensitivity over most of the range of temperatures expe-
rienced during 1992, and the thermistor electronics temperature
bias is much smaller for channel 5 than for channel 11 (Figure 1).

In addition to the radial temperature gradient between the ther-
mistors shown in Figure 3a, there is evidence of a temperature dif-
ference between Ts' and the temperature of the emitting surface of
the warm source as viewed by the interferometer. Three indepen-
dent analyses described by Walden [1995, Appendix A] indicate
that the portion of the source viewed by the interferometer is actu-
ally warmer than Ts'. This higher temperature is due to the loca-
tion of the warm source’s resistive heater in relation to its
thermistors mentioned above, assuming that the interferometer
views the center of the copper plate. The results from these analy-
ses are reproduced in Figure 3b. The temperature difference
increases as the warm source becomes increasingly warmer than
ambient.

A functional form for the thermal gradient temperature bias,
Ag, was determined by performing a linear regression fit to the
data shown in Figure 3b. The fit was forced through the origin,
since no thermal gradients exist within the calibration source when
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it is at ambient temperature. Our final estimate for the tempera-
ture of the viewed portion of the warm calibration source, T, , is
then obtained by applying corrections for both the thermistor elec-
tronics (Ags) and thermal gradient biases, or

Ty=Ts+A, = Ts+A5+A,. (6)

The larger of these two corrections is Ag. For the range of warm
source temperatures experienced during the year-long field exper-
iment, A, was in the range 1-4 K, whereas A5 was at most 0.3 K.

4.2.2 Emissivity of the calibration sources. The spectral
emissivity of the UD calibration sources was not directly mea-
sured but was inferred from the measured emissivity of a similar
source built by Quantic Industries, Inc. {San Carlos, California)
while Walden worked there. Both the UD and Quantic sources are
grooved copper plates, coated with the same black paint, Aero-
glaze Z306. The emissivity of nongrooved plates (constructed
independently by Quantic and H. E. Revercomb’s group at the
University of Wisconsin, but both painted with Aeroglaze) com-
pare well, indicating that perhaps the emissivity in the spéctral
range 750-1300 cm™! (the central portion of the interferometer’s
bandwidth) is not highly sensitive to the paint thickness [Walden,
1995, Appendix A]. The emissivity of the Quantic grooved source
in this spectral region was the value used in deriving the thermal
gradient bias described above.
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Figure 2. Temperature difference between the cold calibration
source thermistors (a) before and (b) after being corrected for the
thermistor electronics temperature bias. T, and Ty are the uncor-
rected temperatures from two thermistors recorded in the house-
keeping channels 4 and 10. T, and T,y are the corresponding
corrected temperatures. The dashed line is the thermistor manu-
facturer’s interchangeability tolerance, defined as the maximum
difference that can occur when two or more thermistors are used to
make the same measurement.
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Figure 3. Temperature gradients within the warm calibration
source. (a) Temperature difference between the two warm source
thermistors plotted against the temperature difference between the
warm and cold source temperatures. Since the cold source is at
the outside dir temperature (T,), the abscissa represents the degree
to which the warm source is above ambient. Ts' and Ty;' are the
temperatures from housekeeping channels 5 and 11, corrected for
the thermistor electronics bias. (b) Thermal gradient temperature
bias, A, i.e.; the difference in temperature between the emitting
surface of the warm source (T) viewed by the interferometer and
Ts'. The open circles were derived from the supplemental calibra-
tions using a third calibration source, the solid square is from the
laboratory test performed by the University of Denver, and the
open triangles are from the analysis using the secant method
[Walden, 1995]. The solid line is a linear regression fit of the data
forced through the origin [A; =0.062(Ts' - T)]. The dashed lines
indicate the uncertainty in the best fit slope, which is +25%.

At the shortwave and longwave ends of the interferometer’s
bandwidth (550-750 cm™' and 1300-1667 cm™') the Quantic
source is not a good proxy for the UD sources because the emis-
sivity may be sensitive to the paint thickness; the emissivities of
the nongrooved plates in these spectral regions are quite different.
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In these spectral regions the emissivity of the UD sources is deter-
mined in the following way, using monthly supplemental calibra-
tion data taken with a third infrared source, a conical cavity
constructed by the University of Wisconsin (hereinafter referred to
as the WI source). (The three thermistors used in the WI source
had been calibrated to a NIST temperature reference.) The instru-
ment response function given by Revercomb et al. [1988] is deter-
mined as

_lS -9

= TLJ . @)

where i and j can represent either the UD sources (w and c) or a
series of measurements made with the WI source at different tem-
peratures. Under the assumption that the ambient and instrument
temperatures remain constant during the measurement sequence
using each experimental setup, equation (4) can be substituted into
equation (7) to obtain

c/-C,
G-G1 ®

B=re = gy =BT

The quantity B can be determined by using either the two UD
sources (Byp) or the W1 source (Bwy). The ratio, Byp/Byy , yields
the ratio of the spectral emissivities of the sources, gyp/eyw;. Here
ey is assumed to be 0.9956 independent of wavenumber, as mea-
sured at the University of Wisconsin (R. O. Knuteson, personal
communication, 1994), and thus gyp is determined.

Figure 4 shows the spectral emissivity of the Quantic source
and the calibration sources used in this study. The emissivity of
the calibration sources is generally between 0.97 and 0.99 but has
significant features at 600, 1600, and 1650 em’l. Accounting for
these spectral features improves the agreement between the cali-
brated radiances and radiative transfer calculations described
below.

4.3 Calibrated Spectra

Figure 5 shows the calibrated spectra for the six comparison
test cases. The contributions of several greenhouse gases are dis-
tinctly visible as a result of the small amount of atmospheric water
vapor. The 667-cm™! band of carbon dioxide is bounded by the
atmospheric window region at 800-1200 em’! and by the rota-
tional band of water vapor at wavenumbers v < 600 cm” 1. The
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Figure 4. Spectral emissivities of the calibration sources.
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effect of the strong near-surface temperature inversion in winter

(May) and spring (October) is most prominent in the center of the

carbon dioxide band. Between 800 and 1200 cm'l, emission from
the water vapor continuum is very small. The 1042-cm™! ozone
band stands out in the middle of the window region. Methane and
nitrous oxide have emission bands around 1275 cm’!, and the
1600-cm™ (6.3 pum) band of water vapor is visible at v>1350 cm™.

The total downward infrared fluxes, as measured by a pyrge-
ometer near the times of the spectral radiance measurements, are

given in Table 1.

4.4 Radiance Uncertainties

Variables entering the calibration equations ((2), (3), and (4))
must be assessed for how their uncertainties propagate to uncer-
tainty in the calibrated radiances. The interferometric measure-
ments (C,/, Cs, C.) are subject to inherent instrument noise
associated with the detector and its electronics, which when con-
verted to radiance units is called the noise equivalent spectral radi-
ance (NESR). Radiance errors from the calibration sources (L,,
and L) are due to uncertainties in the temperatures (o) and emis-
sivities (o) of the emitting surfaces. The total estimated radiance
error o is given as

6L = 6°LT + 0°Le + NESR?, %

where we use o1 and o for the radiance uncertainties due to
temperature and emissivity uncertainties. All the quantities have
units of radiance. There is additional error associated with the
thermal stability of the interferometer, but on the 3 days used in
this study this error is negligible compared with those listed in
equation (9).

To determine oy 1, we first estimate the temperature uncertain-
ties in the warm and cold calibration sources, o7, and o, The
sky radiance is computed from a calibration using the standard
temperatures, T,, and T, and from another calibration using
Ty - oy, and T, + o.. The difference between these two radi-
ances is taken as an estimate of the maximum radiance error due to
temperature, since if both o, and o, were added or subtracted
from their respective temperatures, the radiance error would be
less than that for the case described.

The dominant contributor to o, is the uncertainty in the ther-
mal gradient temperature bias, Ag, for the warm calibration source.
The uncertainty in Ag is proportional to the uncertainty in the
slope shown in Figure 3b and also depends on the temperature dif-
ference AT between the warm and cold sources, i.e., between the
warm source and ambient air. The farther the warm source is
above ambient, the larger A, and its uncertainty; or,, increases
from 0.4°C at AT =25 K t0 0.8°C at AT = 55 K.

The uncertainty in the cold source temperature, ot,, depends
on both the uncertainty given by the manufacturer for individual
thermistors and the uncertainty in the thermistor electronics bias
correction. The manufacturer’s uncertainty dominates at low tem-
peratures (< -50°C); the uncertainty (1c) for these thermistors
(YSI 44002) increases from about 0.1°C at 0°C to 0.2°C at -80°C.
At high temperatures (> -30°C), the uncertainty in the thermistor
electronics bias dominates.

The radiance error due to temperature uncertainties, oy , is
shown in Figure 6a for the worst (January 17 at 45°) and best
(May 1 at 75°) error conditions of the six spectra shown in Figure
5. It is largest in the spectral regions where the absolute radiance
is small, i.e., where the atmosphere is relatively transparent. This
is because errors in the derived sky radiance induced by the errors
in the calibration sources are greater when extrapolated to lower
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Figure 6. Estimated radiance errors for two of the calibrated spec-
tra shown in Figure 5. The various panels represent contributions
to the radiance error listed in equation (9). Here onggg is identi-
cal for January 17 and May 1.

radiance values. This situation is especially true in summer when
the calibration source temperatures are relatively higher than they
are in winter when compared with the brightness temperature of
the sky.

The radiance error due to the uncertainty in the calibration
source emissivities is determined by taking the difference in radi-
ance between a calibration using € and a calibration using € + o.
A generous estimate of o, is used here; o, = +0.015. The corre-
sponding radiance error oy ¢ is shown in Figure 6b.

The NESR was determined by Walden [1995]; it is significant
primarily at the limits of the interferometer’s bandwidth (Figure
6¢), as a result of the roll-off of the instrument response. The cho-
sen bandwidth of the instrument restricts the NESR to an accept-
able level for this study.

The total radiance error (Figure 6d) shows generally the same
spectral characteristics as oy 1 and oy . The radiance error due to
temperature uncertainty oy 1 constitutes most of the total error, but
oL provides a sizable contribution. The effect of the NESR
becomes significant at the ends of the instrument’s bandpass and
dominates at high wavenumbers.

5. Specification of Atmospheric Composition and
Structure

Model atmospheres are constructed for the times that spectral
radiance was measured on January 17, May 1, and October 5. The
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trace gases included in our model atmospheres are water vapor,
carbon dioxide, ozone, methane, nitrous oxide, oxygen, CCI;F
(CFC-11), and CClLF, (CFC-12). They are included either
because they are major infrared emitters in the atmosphere (water
vapor, carbon dioxide, ozone, methane, nitrous oxide) or because
their concentrations are readily available at South Pole Station
(CFC-11, CFC-12). The values are summarized in Table 1 along
with other information about the three selected test cases.
Detailed information on each model atmospheric profile and their
associated uncertainties is given by Walden [1995].

To select times when the sky conditions were most clear, we
consult the visual sky observations made by the SPWO and by
Warren. Clouds were detected at night when they were illumi-
nated by moonlight or, in the absence of moonlight, by their
obscuration of familiar stars. Slight diamond dust was observed
by Warren in the interferometer’s field of view on May 1 but not
on January 17 and October 5. Sunlight was available for the
observations on January 1 and October 5. Both the Sun and the
moon were below the horizon on May 1.

5.1 Temperature

The temperature profiles in the near-surface layer, from the sur-
face (2.8 km above sea level) to 4 km, were obtained from SPWO
radiosondes, corrected for thermal lag of the radiosonde’s ther-
mistor by the method of Mahesh et al. [1997]. The uncertainty in
this correction depends upon how rapidly the temperature struc-
ture changes with altitude and is therefore greater in winter
(£0.6°C) than in summer (+0.2°C). Another concern is the tempo-
ral constancy of the temperature within the inversion layer, since
the temperatures were not measured coincidentally with the spec-
tral radiances; the times of the FTIR measurement and the radio-
sonde launch are shown in Table 1. For May 1 the uncertainty is
estimated to be 0.6°C, and 0.9°C for October 5 [Walden, 1995].
The total uncertainty in the near-surface temperature profile is
obtained by combining the two uncertainties discussed above with
the inherent temperature uncertainty (+0.5°C) given by the manu-
facturer of the sonde (Atmospheric Instrumentation Research,
Inc., Boulder, Colorado). For the near-surface layer these are
+0.5°C, £1.0°C, and +1.2°C for January 17, May 1, and October
S.

The temperature profiles above 4 km are derived from the
SPWO radiosonde data and data from the cryogenic limb array
etalon spectrometer (CLAES) and the Halogen Occultation Exper-
iment (HALOE) aboard the UARS [Roche et al., 1993; Russell et
al., 1993; Hervig et al., 1995]. The radiosondes for our three case
studies reached altitudes of about 30 km. The temperature uncer-
tainty between 4 and 30 km is set to +0.5°C, the manufacturer’s
estimate. Temperatures between 30 km and 60 km were obtained
from the UARS data archive at the Distributed Active Archive
Center (DAAC) at Goddard Space Flight Center. The time refer-
ence data product (3AT) was used. The retrieved temperatures
from CLAES have better accuracy (1°-2°C) than those from
HALOE (2°-5°C) and are therefore used whenever available.
Only data with positive quality values are used, meaning that the
data are based on actual atmospheric measurements rather than
climatology. Even though the UARS instruments view only to a
maximum southern latitude of 80°S, the temperatures from the
radiosondes generally agree with those from UARS, where they
overlap, to within the estimated uncertainties at the 2o level. This
agreement is found as well for water vapor and ozone discussed
below.
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The temperature profiles for the three model atmospheres are
shown in the first two columns of Figure 7; the second column
shows the near-surface layer with an expanded vertical scale. The
atmosphere is warmest at all altitudes on January 17. By May 1
the stratosphere has cooled as a result of the lack of sunlight. In
October the temperatures between 14 and 17 km are below 195K,
cold enough for the formation of type I PSCs. The near-surface
temperature structure on January 17 shows a small surface-based
inversion, indicating that solar heating of the surface is not provid-
ing enough energy to compensate for the loss of longwave radia-
tion. On May 1 with no Sun, and October 5 with low Sun, the
surface-based inversion is well developed.

5.2 Water Vapor

Water vapor is an extremely important atmospheric constituent,
but it is the least well known of the gases measured at South Pole
and used in this study. The tethered kite experiments described by
Mabhesh et al. [1997] are used to gain insight into the water vapor
content of the near-surface atmosphere. Despite the fact that the
carbon hygristors used for these tests were calibrated only down to
-40°C, the data suggest that the relative humidity with respect to
ice (RH;) is close to saturation in the near-surface layer. In fact,
Schwerdtfeger [1970; 1984] took the frequent occurrence of dia-
mond dust ice crystals as evidence that the lower atmosphere must
be at least saturated with respect to ice. On the basis of the teth-
ered hygristor data we assume that the near-surface inversion layer
is saturated with respect to ice, and we bound the atmospheric rel-
ative humidity (with respect to ice) in this layer with a range of 90-
110%.

Tropospheric humidity was measured by three different instru-
ments: carbon hygristors used routinely by the SPWO, two frost-
point hygrometers launched by NOAA, and capacitive-type
Vaisala Humicaps that were packaged with the frost-point
hygrometers and ozonesondes. Like the carbon hygristors the
Humicaps are calibrated only down to -40°C. The frost-point
hygrometers are designed to measure stratospheric humidities and
thus are tuned for low absolute humidities (S. J. Oltmans, personal
communication, 1993).

On the basis of a small set of intercomparisons between these
various instruments it is impossible to draw firm conclusions
about the variability of tropospheric humidity. However, the data
suggest that the troposphere can be either near saturation or sub-
stantially subsaturated in the winter [Walden, 1995]. Because
there is no agreement between the SPWO carbon hygristor and the
Vaisala Humicap, some judgment is needed in specification of
humidity for the model atmospheres, taking into account the atmo-
spheric processes occurring over the Antarctic Plateau. For all
three of our model atmospheres, RH; from 4 to 7 km is assumed to
be 75% + 25%.

The microwave limb sounder (MLS) and HALOE instruments
from the UARS are used here to provide water vapor information
from about 30 to 60 km, or 100 to 0.1 mbar. Comparisons
between MLS data and the two NOAA-CMDL frost-point
hygrometers launched from South Pole in 1992 are very good
despite the fact that the UARS data are for lower latitudes
[Walden, 1995].

Figure 7 (right) shows the humidity profiles for the three model
atmospheres. In all cases the troposphere is more humid than the
upper atmosphere. The May and October cases have less water
vapor in the near-surface layer and the troposphere because of the
extreme low temperatures. The total column amount is 1 mm of
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Figure 7. Vertical temperature and humidity profiles for the three model atmospheres: (left) temperature through
the entire atmosphere; (middle) temperature in the first 4 km above the surface, and (right) water vapor profiles for
the entire atmosphere. Error bars are discussed in the text.

precipitable water on January 17, and 0.3 mm for May 1 and Octo-
ber 5.

5.3 Other Gases

Air samples were collected in flasks and analyzed for CO, by
NOAA-CMDL [Komhyr et al., 1983, 1985; Thoning et al., 1987].
The values on January 17, May 1, and October 5 were 353.5,
353.5, and 355.0 ppmv, respectively. These mixing ratios are
used at all altitudes in the model atmospheres, since CO, is well
mixed in the troposphere and stratosphere. As a conservative esti-

mate of the uncertainty we used 2 ppmv, the range of the seasonal
cycle.

Ozone profiles were obtained from 68 ozonesondes launched
by NOAA-CMDL in 1992, approximately once per week through
most of the year but once every 3 days in spring. To specify ozone
profiles for the model atmospheres, we interpolate linearly in time
between the measured profiles. Since the ozonesondes typically
rise only to about 30 km, ozone amounts for 30-60 km are
obtained from MLS (205-GHz channel), CLAES (780-cm'] chan-
nel), and HALOE. Overlap of the sonde data with the satellite
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data was excellent on January 17 (MLS) and May 1 (CLAES) and

good on October 5 (HALOE). For these 3 days, the integrated -

ozone profiles agree to within 5% with the total ozone reported by
CMDL’s Dobson spectrophotometer at South Pole and the total
ozone mapping spectrometer aboard the Nimbus 7 satellite.

The ozone profiles for the three model atmospheres are shown
in Figure 8. On October 5, severe depletion is seen between 12
and 18 km, coincident with the low temperatures in this region.
The total column ozone amounts for January 17, May 1, and Octo-
ber 5 are 287, 247, and 147 Dobson units (DU).

Methane mixing ratios at the surface were obtained by analyz-
ing flask samples [Steele et al., 1987; Lang et al., 1990a,b], col-
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lected approximately once per week during 1992. Nitrous oxide
mixing ratios at the surface were also measured by CMDL (J. But-
ler, personal communication, 1995). Profiles of tropospheric
methane and nitrous oxide were not available, so their mixing
ratios from the surface to 10-15 km were set equal to the morthly
average surface values. Their seasonal cycles were used to esti-
mate the uncertainty in the mixing ratios in the troposphere, about
30 ppbv for methane and 1 ppbv for nitrous oxide. These uncer-
tainty values were doubled between 10 and 15 km, where it was
necessary to match the surface values to UARS data in some
cases. Methane above 15 km was obtained from CLAES in Janu-
ary and May and HALOE in October. Concentrations of nitrous
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Figure 8. Vertical profiles of ozone, methane, and nitrous oxide for the three model atmospheres. Error bars are

discussed in the text.
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oxide for the .vanuary' and May cases came from CLAES. Niirous
oxide data were not available for October 5, so the values above
15 km were set to one third the value of the CLAES data from Jan-
uary 17 in rough agreement with data from Figure 6 of Randall et
al.’ [1994]. The estimated relative uncertainty for October 5 is
double that of the January case. Figure 8 shows the vertical pro-
files of methane and nitrous oxide used in the model mmncnherPQ

. The chlorofluorocarbons, CFC-11 and CFC-12, were mcluded
in a manner similar to that for CH, and N,O. ' Their mixing ratios
at the surface were measured by CMDL. The monthly average
surface values were used up to about 15 km: about 266 pptv for
CFC-11 and 495 pptv for CFC-12. Data from CLAES for January
17 were used above 15 km for all three test cases, since data were
not available for May 1 and October 5. Sensitivity studies showed
that the downward radiance is insensitive to the uncertainty in the
stratospheric concentration but that it is important to specify the
observed decrease in concentration above 15 km.

Oxygen was also included to account for its weak emission
band from 1390 to 1760 cm’l. Tts mixing ratio was set to 20.95%
by voiume [Goody and Yung, 1989].

CCly was not included because its contribution to emission at
790 cm’! appears to be within the estimated radiance uncertairity.
HNO; was not included because its tropospheric conceritration
was not measured at South Pole.

6. Radiative Transfer Calculations
6.1 Line-By-Line Radiative Transfer Model

- This model (LBLRTM) was developed for the ARM program
[Clough et al., 1992] and has become a standard in the atmo-
spheric radiation community. It is a vectorized version of
FASCOD3 [Clough et al., 1989b] and is used here to calculate
radiance in a vertically inhomogeneous, but horizontally homoge-
neous, atmosphere. Clough et al. [1992] described the numerical
techniques and approximations used to implement the radiative
transfer equation in LBLRTM and also compared its output with
another LBL model that was used in the ICRCCM study.
LBLRTM has also been compared with accurate spectral radiance
measurements taken at midlatitudes [Clough et al., 1989a; 1992].
Example calculations were given by Clough et al: [1992] and
Clough and lacono [1995]. Version 3 of LBLRTM, released in
April 1996, is employed here in conjunction with the 1992 version
of the high-resolution line parameter (HITRAN) database [Roth-
man et al., 1992].

The input to LBLRTM is provided by the model atmospheres
described above. The specified wavenumber range in LBLRTM
exceeds the bandwidth of the UD interférometer by at least 25
em’l. The zenith angle is set to the value of the angle readout
given by UD’s interferometer after being adjusted slightly for the
measured tilt of the roof upon which the interferometer was
mounted. The observation height specified within LBLRTM is 10
m above the surface, because the interferometer occupied a roof-
top location 10 m above the surrounding snow surface. The maxi-
mum height and vertical resolution of the model atmospheres are
specified below. All other values required by LBLRTM are set to
the default values; in particular, the line shape calculation uses a
Voigt profile that extends to 25 cm™! from the line centers.

The water vapor continuum is represented by the Clough-
Kneizys-Davies (CKD) model, version 2.2. Clough et al. [1992]
showed the importance of including the self- and foreign-broaden-
ing effects of water vapor in a manner consistent with observa-
tions. They used the sub-Arctic winter standard atmosphere to

illustrate the particular importance of the foreign continuum for
cold atmospheres. The original CKD model [Clough et al.,
1989¢] has been updated on the basis of comparisons with atmo-
spheric spectral radiance data.

UllC dUVdIlldgC Ol uslng a IllUUCl wr Laiculdllllg atmOSpncnu
radiances is that the full infrared spectrum can be examined,

beyond the spectral limits of the measurements. Figure 9 shows

radiance calculatlons for the three model atmospheres at a viewing
zenith angle of 45° from 100 to 2000 cm’! (5 to 100 pum). In Fig-
ure 9a the spectrum is labeled according to contributions from the
major radiatively active gases. The radiance is lower in the winter
(May 1) and early spring (October 5) than in summer (January
17), because of lower atmospheric temperatures.

The relatively transparent portion of the water vapor rotational
band extends from the wing of the carbon dioxide band at 550
cm™ to around 350 cm™!. This spectrai region is of particuiar
importance to the radiative balance of polar atmospheres. The
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Flgure 9. Radiance calculations for the three model atmospheres
at a viewing zenith angle of 45° from 100 to 2000 cm’! (5 to 100
um). The vertical dotted lines represent the bandwidth of the mea-
surements obtained by using the UD interferometer. The dashed
curves are Planck radiances for the air temperatures at 21 m above
the surface (lower curve) and the top of the inversion layer about
1.2 km above the surface (warmer; upper curve). Values are given
in the figure for the total downward infrared flux at the surface;
they were measured by a pyrgeometer.
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emission from the water vapor rotational bands at v < 350 cm’!
matches a Planck curve well in summer, but not in the winter and

cnrino because of the low water vapor amounts, This fact is some-

accause 01 UlC awel O QifIOUINLS. 1115 1801 15 SO

What true as well for the vibration-rotation band of water vapor at
1400 to 1600 cm™. Even though the atmosphere over the Antarc-
tic Plateau contains at most only 1 mm of precipitable water, and
thus emission from the water vapor continuum (between about
600 and 1000 cm") is small, water vapor is still the primary emit-
ter of thermal radiation to the surface [Walden and Warren, 1994],

contributing ahant twa thirde of tha tatal dguwnward fluv to the
WVl ivuuag avvul Lywu uiaauvo Ul UiV lvial uvuyywuavvaiu 1iua w o uav

surface. The 667-cm™! (15-pm) absorption band of carbon dioxide
is important because it is strong and is located near the peak of the
Planck function. The near-surface temperature inversion is stron-

aest in Mav and weakest in Ianuarv: itg effect on the carbon diox-
gest 1n Miay and weakest in January,; its efiect on the caroon GioX

ide band is evident. Emission from ozone at 1042 cm’! is
maximurn_in January; it is lower in May because of low strato-
spheric temperatures, and even lower in October because of
reduced ozone abundance. The emission bands of methane and
nitrous oxide around 1100 to 1200 cm! are also visible. The N,O
band 4t 1168 cm™! contributes in the window region, while emis-
sion from both CH, and N,O overlaps with water vapor between
1200 and 1300 cm™. CH, and N,O are therefore relatively more
important in winter, when emission from water vapor is weaker.

The importance of the near-surface air temperature and the var-
ious atmospheric window regions is seen by comparing the Planck
furictions with the spectral radiance. Two Planck functions are
plotted: one for the surface air temperature at 2 m and the other for
the temperature at the top of the inversion. The peaks of the
Planck functions for the January case are centered on the carbon
dioxide band, whereas in May and October, when the tempera-
tures are lower, the peaks are on the low-wavenumber side of the
band. The carbon dioxide band is relatively more important to the
surface energy budget in Antarctica than at other terréstrial loca-
tions both for this reason and also because emission from water
vapor is small and therefore has little overlap with the CO, band.

The radiance values between the vertical dotted lines in Figure
9 constitute the standard model calculations used throughout this
paper because this is the wavenumber region measured by the
interferometer. The comparisons discussed below represent the
most variable and perhaps most interesting portion of the infrared
spectrum, but they do not provide a check on the emission from
water vapor at low (<550 cm']) and high (>1667 cm'l) wavenum-
bers.

6.2 Matching Calculations to Measurements

To compare spectral radiance observations with the results of a
high-spectral-resolution radiative transfer model such as
LBLRTM, it is necessary to account for the finite field of view
(FOV) of the interferometer and also to match the spectral resolu-
tion of the calculations to that of the observations. Steel [1964]
and Bell [1972] discuss such corrections in general terms. The
discussions by Clough et al. [1989a] and Smith et al. [1989] apply
this theory to comparisons of LBL calculations with interferomet-
ric measurements of atmospheric radiance and transmission. In
this study, LBLRTM calculations are converted to spectra suitable
for comparisons with observed spectral radiances by using the fol-
lowing procedure. LBLRTM calculates a spectrum at its own
internal spectral resolution, which is about 0.001 cm’l. An inter-
ferogram is generated from the calculated spectrum, then apodized
by using the Hann-window function [Press et al., 1992]. (This
apodization function was also applied to the measured interfero-
grams, and for proper comparisons it is necessary to apply the

3837

same apodization function to the calculations.) This interferogram
is used to interpolate the spéctrum to a wavenumber spacing of
0.01 cm'l much finer than the wavenumber orld of the trans-

formed apodized interferogram. This procedure is all done within
LBLRTM. The resulting calculated spectrum now matches the
spectral resolution of the radiance measurements. A FOV correc-
tion [Walden, 1995] is applied by using trapezoidal integration to
perform the integral over fieid of view,

JIW(u)L (M4

o m ? u) H
where L, is the apodized version of the calculated spectrum. The
variable of integration, j, is the cosine of the angle 6 measured
from the center of the FOV. The outer limit of the FOV is at
0 =0,,. The weight w(u) is set to the constant value of 1.0 from p
=0.9996 (6, = 1.5°) to . = 1 and set to zero eisewhere. Sensitiv-
ity studies show that the calculated spectra described in this study

LigL(V) = (10)

are in<ensitive to reasonable assumntions about the shane of the
are insensitive to reasonavie assumptions acout the snape of e

FOV and uncertainty in the choice of 6,;,. Finally, the oversam-
pied, fieid-of-view-corrected, caiculated spectrum is linearly inter-
polated from its fine wavenumber grid to the coarser grid of the
measurements, allowing L; g; to be directly compared to Ly from
equation (2).

Before the correction was applied, there were large differences
between the observed spectra and the LBLRTM calculations
where the spectrum varied rapidly, notably in the wings of the
CO, band near 600 and 750 em’!. The FOV correction greatly
reduced these differences.

Tha radianncac auinnliad tha IOROCON neatant by W aldoa, o4
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al. [1997] differ slightly from those reported here in two ways.
First, Walden et al. [1997] re-calibrated the radiance measure-
ments by adjusting the temperatures of the calibration sources
[Ty - n*o(T,,) and T, + n*o(T,)], choosing a value of n as neces-
sary to eliminate most of the negative radiances in the atmospheric
window regions; n=+1 for Jan 17 (45°), 0 for Jan 17 (75°), +1 for
May 1 (45°), 0 for May 1 (75°), +1 for Oct 5 (45°), +2 for Oct 5
(75°). Second, Walden et al. [1997] chose to remove the effect of
the FOV from the measurements rather than incorporate it into the
calculations. This was done by adjusting the wavenumber scale of
the original measurements, v, by v' = v / (cosB,,). This corrects
for the wavenumber shift caused by off-axis rays in'the interfer-
ometer, but does not account for the slight spectral smearing; both
effects are described by Bell [1972].

7. Uncertainties in the Calculated Radiances

There are many possible sources of error in the LBLRTM cal-
culations. These include uncertainties in the specification of the
model atmosphere, the database of absorption line parameters
(HITRAN92), the model’s numerical techniques, and the treat-
merit of the physics of infrared emission and absorption. Elling-
son et al. [1991] briefly discussed the three latter sources, finding
that LBL models agree well with each other where accurate spec-
troscopic data are available (e.g., carbon dioxide), indicating that
the different numerical techniques used in the various models
were all adequate. However, large uncertainties persist where
there are deficiencies in the line parameter data, the theory of gas-
eous absorption, or the specification of the model atmosphere.
The purpose of the following erfor analysis is to place a lower
bound on the radiance error in the model calculations by consider-
ifig only those sources of error induced by uncertainties in the
specification of the model atmosphere and in the viewing zenith
angle.
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7.1 Maximum Height of the Model Atmosphere

The error in calculated radiance caused by truncating the model
atmosphere is determined by subtracting the radiance for a 60-km
atmosphere from those truncated at 30, 40, or 50 km. These radi-
ance differences are negative, since the emission from a truncated
atmosphere is less. The radiance errors for a 30-km atmosphere
are significant, especially near the 1042-cm™! ozone band, where
they exceed -0.8 mW m™2 sr’! (cm‘lj'l. The errors are seen prima-
rily in spectral regions with weak absorption, where emission can
come from throughout the atmosphere. The difference in radiance
between a 50-km atmosphere and a 60-km atmosphere is very
small (less than -0.02 mW m sr™! (cm™')'! ), so we judge 60 km
to be adequate and use this as the maximum height in all further
calculations.

7.2 Vertical Resolution and Temperature Structure
in the Lowest 300 m

Ideally, an altitude grid can be chosen that adequately repre-
sents the near-surface temperature inversion over the plateau in
winter, when it is steepest. Model atmospheres with extreme
inversions and large zenith angles are most sensitive to changes in
the vertical resolution, so it is best to use such cases for choosing
the vertical resolution. We chose the October 5 atmosphere at a
zenith angle of 75°, since its temperature gradient in the lowest
100 m is the steepest of the three model atmospheres. Several dif-
ferent altitude grids between the surface (2.84 km) and 3.15 km
are defined: grids with uniform spacings (10, 20, and 30 m) and a
variable grid with spacing varying from 5 to 100 m, increasing
with altitude. Between 3.15 and 60 km the grid spacing varies
from 150 m to 5 km, gradually increasing with altitude, and is held
constant in these sensitivity studies. The appropriate vertical reso-
lution is chosen by successively decreasing the uniform altitude
spacing in the near-surface layer until the radiance difference
between successive runs is smaller than a specified tolerance.
This tolerance is chosen as the radiance error induced by uncer-
tainties in the temperature profile, discussed below.

The calculated radiance is sensitive to vertical resolution
mainly in spectral regions that are strongly absorbed; i.e., regions
in which most of the measured radiance originated in the inversion
layer. The 30-m grid causes significant differences, but the 10-m
and 20-m grids give almost identical results. Both still show a dif-
ference from the variable grid in the CO, band, but this difference
is small in comparison with radiance errors caused by the uncer-
tainty in the specification of the temperature profile, discussed
next. The calculations shown below use the variable grid.

7.3 Radiance Error Diie to Uncertainty in Atmospheric
Temperature and Composition

With the vertical resolution and the height of the model atmo-
sphere chosen so that they induce little error in the LBLRTM cal-
culations, the radiance error is now determined by performing
sensitivity studies by using the model atmosphere data and their
uncertainties. Standard spectral radiance calculations are produced
using the profile information presented in Figures 7 and 8. Radi-
ance errors are determined by perturbing, one at a time, an individ-
ual profile in the model atmosphere by adding its uncertainty.
LBLRTM is then run with this perturbed model atmosphere,
yielding a radiance spectrum. The radiance errors are found by
subtracting the standard radiance case from that obtained with the
perturbed atmosphere. The total radiance error is found by taking
the square root of the sum of the squares of the radiance differ-
ences due to the various profile perturbations.
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The results for January 17 at 45° and May 1 at 75°, represent-
ing the warmest and coldest atmospheres at South Pole, are shown
in Figure 10. These radiance errors represent the range of errors to
be expected for clear-sky calculations with LBLRTM for the Ant-
arctic Plateau. Only the four major sources of error are shown in
Figure 10; the errors due to uncertainty in concentrations of car-
bon dioxide, methane, nitrous oxide, CFC-11, and CFC-12 are all
negligible in comparison with those shown. The radiance errors
for October 5 are similar to those for May 1. The total radiance
error in summer is dominated by uncertainties in the temperature
and water vapor profiles. In winter the uncertainty in zenith angle
(discussed below) is also a major contributor. The total error in
calculated radiance for these cases is comparable to the error in
measured radiance shown in Figure 6. However, the spectral
structure is different. It should be emphasized that the error esti-
mates for the LBLRTM calculations assume the sky is clear. The
visual sky observations were initially used to identify clear test
cases, but subvisible clouds and -aerosols may still have been
present in the actual atmosphere. This possibility is examined
below.

The uncertainty in zenith angle is due to many sources, some of
which are quantified here and some of which are estimated. The
angle readout for the interferometer’s mirror assembly was accu-
rate to within a few millivolts, or roughly 0.1°. The tilt of the roof
during 1992 was estimated as 0.4° + 0.1°. Additional sources of
uncertainty included the interferometer being mounted in a non-
level position and inaccuracy in calibration of the angle readout
(which is ideally set to 0° when viewing vertically and 90° when
viewing horizontally). One test indicated that the zenith angle was
actually 73.8° at the 75° mechanical mirror stop, an offset of 1.2°
if it is assumed that the angle readout was set to exactly the 75°
voltage during that test (R. Van Allen, personal communication,
1995). When all these sources of uncertainty are taken into
account, a generous estimate of the overall zenith angle uncer-
tainty is +1.5°.

The radiance errors induced by the uncertainty in the zenith
angle are most significant in the wintertime. The largest contribu-
tions are primarily in regions where gases have intermediate
absorption, i.e., the wings of the carbon dioxide band, the weak
bands of carbon dioxide (975 cm™") and nitrous oxide (1168 cm™!),
the ozone band, and methane, nitrous oxide, and water between
1200 and 1500 cm™!. Emission from these regions comes from a
long. path length in the atmosphere and therefore comes on aver-
age from a great distance from the observation point. The farther
away the emission region, the greater the change in effective emit-
ting temperature due to a given change in zenith angle (if the tem-
perature varies with height). The radiance error is large in the
ozone band because most ozone emission comes from the upper
troposphere and lower stratosphere. The zenith angle uncertainty
induces much less error in summer because of weaker temperature
gradients; the error is confined to the wings of the carbon dioxide
band. v

The uncertainty in the temperature profile produces radiance
errors in spectral regions where emission is from altitudes at
which the temperature is changing rapidly and where gases are
strongly absorbing. Most of the errors in both summer and winter
are from emission within the inversion layer (carbon dioxide and
water vapor), but there is also a significant contribution in the
ozone band.

The radiance errors due to water vapor and ozone are confined
to regions in which they emit radiation. The errors are largest
where the uncertainty in the individual profile is greatest. Thus,
for water vapor, the errors occur in spectral regions where emis-
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Figure 10. Estimated radiance errors for January 17, 1992, at 45° and May 1, 1992, at 75° based on sensitivity
studies using the model atmospheres. The total error is the quadrature sum of the radiance errors induced by the
various profile perturbations discussed in the text. The wavenumber range corresponds to the bandwidth of the

UD interferometer.

sion is from the free troposphere and stratosphere (above 4 km);
i.e., regions of intermediate and weak absorption. LBLRTM is
insensitive to changes in water vapor from 625 to 700 cm
because of overlap with carbon dioxide. The errors between 550
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and 600 cm’! are large because the Planck function peaks near
these wavenumbers and the tropospheric water vapor amounts are
quite uncertain. The radiance errors due to uncertainties in ozone
concentration are confined to the 1042-cm™! band.
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8. Spectral Radiance Comparisons

The measurement and calculation for May 1 at 75° are shown
in Figure 11 along with their difference. This case is used for fur-
ther discussion below, since it is the most extreme model atmo-
sphere in terms of low surface temperature (-66°C), strength of the
surface-based temperature inversion (30 K), and low temperatures
throughout the atmosphere. Figure 12 shows the radiance differ-
ences for all six cases.

The overall agreement between the observations and LBLRTM
is good. In absolute radiance, differences are comparable to those
reported from SPECTRE [Ellingson and Wiscombe, 1996]. We
Jjudge radiance differences to be significant, and requiring expla-
nation, if they exceed twice the estimated combined radiance error
from both the measurements and calculations. This situation
occurs only in a few spectral regions, discussed below along with
a general discussion of the overall comparisons in the following
spectral bands: carbon dioxide (550-800 cm™), 11-um window
(800-990 cm’™!), ozone (990-1070 cm’!), 9-um window (1070-
1200 cm'l), methane and nitrous oxide (1200-1350 cm™!), and
water vapor (1350-1500 cm™! and 1500-1667 cm‘l). Selected
portions of the spectra for May 1 at 75° are plotted in Figure 13
along with the radiance difference and the estimated error in the
radiance difference. The error in radiance difference is the square
root of the sum of the square$ of errors in the measurements and
calculations.

[ MW m 2! (cm '1)'] ]
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Radiance

-10

600 800
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8.1 Carbon Dioxide

In the carbon dioxide band from 550 to 800 cm’! (Figures 11
and 12) the agreement is fairly good in all cases. The spurious line
at 667 cm’! often seen in the measurements and in the radiance
differences is due to very strong absorption by carbon dioxide
where the instrument mostly views its internal temperature. At
this frequency the ratio of the difference spectra, v, is indetermi-
nate; see equations (2) and (3). The spectral structure in the radi-
ance differences between 600 and 725 cm!, particularly in May
and October when the temperature gradient is large, is probably
due to error in specification of the temperature structure and zenith
angle. The largest differences in this band are between 550 and
600 cm™!, shown in Figure 13a. This figure shows that the spectral
details in the measurements and calculations agree quite well, giv-
ing confidence in the field of view correction and the spectral res-
olution correction, and indicating that the signal-to-noise ratio is
adequate at this end of the interferometer’s bandwidth, where the
instrument response is dropping rapidly. The large offset between
570 and 600 cm™! points to a consistent problem in the winter
when the calculation is usually larger than the measurement. It is
possible that the uncertainty in the calibration source emissivity
has been underestimated in this spectral region (see Figure 4).
This possibility precludes detection of faults in the radiative trans-
fer model or the spectroscopic data in this spectral region.

1200 1400 1600

Wavenumber (cm'l)

Figure 11. Spectral radiance measured by the UD interferometer, compared with LBLRTM calculations for May
1, 1992, at 75°. The lower frame is the radiance difference on the same scale, where the primary infrared emitters

in each spectral band are also indicated.
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Figure 12. Spectral radiance comparison of LBLRTM calculation with interferometer measurement for the six
test cases. The comparisons are shown as radiance differences, measurement minus calculation. The May 1, 1992
case at 75° is the same as the radiance difference shown in Figure 11.

8.2 The 11-um Window

The window region is the most transparent portion of the inter-
ferometer’s bandwidth, and therefore emission from clouds, aero-
sols, and diamond dust ice crystals are easily detected here. The
sky observation for May 1 indicated the presence of diamond dust
ice crystals, which is typical for clear skies in winter at South Pole.
On October 5, PSCs may have been present over South Pole, since
the temperature near 15 km (-81°C; Figure 7) was below the
threshold (195 K or -78°C) at which they are expected to form.
Ice crystals and clouds, if present, would cause the measured radi-
ance to exceed the clear-sky calculation, which would give a posi-
tive radiance difference (measurement minus calculation).
However, the radiance differences plotted in Figures 11 and 12
(and on an expanded scale in Figure 13b) are both positive and
negative and not significantly different from zero in this spectral
region, suggesting that they are not due to the presence of ice crys-
tals or PSCs. This result is particularly evident in the January and
October cases where the calculated radiance exceeds the measured
radiance. Since no significant negative radiance differences exist
in any of the comparisons, the emission from diamond dust ice
crystals and PSCs, if present, is within the estimated error.

In Figure 13b, emissions from CFC-11 and CFC-12 are appar-
ent, as well as water vapor lines. The weak absorption band of
carbon dioxide is visible around 960 cm™'. The radiance differ-
ence between 850 and 900 cm™! is on average larger than other

regions in Figure 13b because nitric acid was not included in the
LBLRTM calculation.

8.3 Ozone

Ozone emission is seen in Figure 13c. The spectral details cor-
respond well, validating both the HITRAN spectral line parameter
data and the FOV and spectral resolution corrections applied to the
calculations. The differences seen in Figure 13c are within twice
the estimated radiance error. The six comparisons (Figure 12)
show no consistent bias in the calculations in relation to the mea-
surements and therefore suggest possible errors in the individual
ozone profiles.

8.4 The 9-um Window

Ozone and nitrous oxide (1168 cm‘l) exhibit weak emission
between 1070 and 1200 cm'l, as Figure 13d shows. These Antarc-
tic spectra are ideal for viewing these features, since elsewhere on
Earth they are obscured by the water vapor continuum. The radi-
ance differences are generally within the estimated errors.

8.5 Methane and Nitrous Oxide

In the portion of the spectrum where nitrous oxide, methane,
and water vapor overlap (1200-1350 cm™!) there is good agree-
ment (Figure 13e). The spectral details seen in both the observa-
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Figure 13. Radiance comparisons for May 1, 1992, at 75°. (top) Spectral radiance measured by the DU interfer-
ometer plotted with the corresponding LBLRTM calculation; (bottom) Expanded vertical scale of the radiance dif-
ference (measurement minus calculation) together with the positive and negative values of the estimated
uncertainty in the radiance difference. Each frame displays a different spectral region. Both the horizontal and
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tions and LBLRTM calculations are similar. The comparisons are
quite good between 1200 and 1250 cm!, even at low radiance lev-
els. However, there is a tendency for the calculated radiances to
exceed the measurements between spectral lines in the region
1250-1350 cm™.

(continued)

8.6 Water Vapor

The tendency for calculations to exceed measurements between
spectral lines is more pronounced from 1350 to 1500 cm’! (Figure
13f), where emission is primarily due to water vapor. In general,
the peaks of spectral lines agree well, but there are large offsets
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between lines with, in some cases, striking similarities in spectral
detail (for instance, around 1380 cm‘l). Figure 12 shows the cal-
culation generally exceeding the radiance observation (negative
radiance differences) from 1250 to 1500 cm! for all six cases,
especially between strong water vapor emission lines. The radi-
ance differences exceed twice the estimated error in all the model
atmospheres, regardless of whether the residual calibration bias
seen in the measured window radiances is positive or negative.

Sensitivity studies were performed on both the interferometric
calibration and the radiative transfer calculations in an attempt to
identify the cause of the discrepancies between 1250 and 1500
cm’l. First, the temperature of the warm calibration source was
adjusted to achieve better agreement in this spectral region,
assuming the LBLRTM calculations were correct. The low values
of the measured radiance between spectral lines are more sensitive
to the calibration source radiance than are the peaks of the spectral
lines. Thus it is possible to fit the measured spectrum to the radi-
ance calculation by changing the warm source temperature. The
warm source temperature was chosen as a proxy for changes in the
calibration source radiance, since it is typically the largest source
of uncertainty in the measured radiances. To minimize the spec-
trally averaged difference in radiance in this band, the warm
source temperature had to be decreased by about 6 K. This adjust-
ment provided a better match of the low radiances shown in Figure
13f, but it also increased unrealistically the radiance in other parts
of the spectrum, particularly the window regions. Furthermore, a
decrease in the warm source temperature of this magnitude would
imply that the interferometer was viewing a source colder than
that reported by the warm source thermistors, contrary to the evi-
dence from three different tests shown in Appendix A of Walden
[1995] and summarized in Figure 3b. Therefore miscalibration of
the measured radiances cannot explain all of the radiance differ-
ences between 1250 and 1500 cm’!.

Second, sensitivity studies with LBLRTM were performed by
using different humidity profiles from the surface (2.8 km) to 7
km above sea level. As discussed above, the uncertainty in the
water vapor profiles is large. The calculated spectra are most sen-
sitive to humidity changes below 7 km, since most of the water
vapor is contained in the troposphere. The low radiance values
between spectral lines from 1250 to 1500 cm™! are more sensitive
to humidity changes than are the peaks of lines, because the peaks
are saturated. Therefore the tropospheric humidity can be
adjusted to fit the radiance calculation to the measured spectrum.
As trial values, the tropospheric relative humidity with respect to
ice (RH;) was set to 25%, 50%, 75%, and 100%. As RH;
decreases from 100% to 50%, the discrepancies between the cal-
culations and measurements also decrease. However, at RH; =
25% the peaks of the spectral lines become subsaturated, and the
agreement worsens. Therefore good agreement in both the peaks
and valleys was impossible, but the best agreement was attained
for tropospheric RH; values of 25-50%. These low humidity val-
ues seem unreasonable, since ice crystal precipitation was
observed on every clear day in winter and on most clear days in
summer; the presence of precipitation implies saturated conditions
soméewhere within the lower atmosphere. ,

Clough et al. [1992] and Thériault et al. [1994] showed the
importance of the foreign-broadened water vapor continuum in
this spectral region, particularly in cold atmospheres where the
continuum increases the opacity between spectral lines. The oxy-
gen continuum is also important in cold and dry atmospheres from
1400 cm! to beyond the high-wavenumber limit of the interfer-
ometer [Timofeyev and Tonkov, 1978; Rinsland et al., 1989].
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Revercomb et al. [1990] and Thériault et al. [1994] found that cal-
culations using FASCODE (the predecessor of LBLRTM) and an
earlier version of the water vapor continuum model exceeded their
measurements, as we also find. Thériault et al. [1994] calculated
radiance along horizontal paths at temperatures of -8°C to +4°C
and water vapor amounts of 0.6to 1.2 g cm2. They suggested that
perhaps either the foreign-broadened absorption coefficient has a
positive temperature dependence or the temperature dependence
of the strengths of nearby water vapor lines is in error. The for-
eign continuum absorption in the CKD model used here has a
slight temperature dependernice through density, but the continuum
coefficients themselves do not depend on temperature (S. A.
Clough, personal communication, 1995).

The final spectral region considered here (1500-1667 cm’!)
shows significant radiance differences (Figures 11 and 12), espe-
cially in January. This finding is surprising, since most of this
spectral region is strongly absorbed by water vapor and thus
should resemble a Planck curve, especially in January when the
lowest 2 km are nearly isothermal. Sensitivity studies show that
the choice of emissivity for the calibration sources has little effect
on the comparisons. It is possible that the noise equivalent spec-
tral radiance (Figure 6) was underestimated at these wavenum-
bers. However, since the errors are largest in January and appear
to be a bias rather than noise, the radiance differences may be due
to slight water vapor variations within the warm and relatively
moist instrument during the measurement sequence that are not
accounted for in the calibration process. Errors of this type would
be most prevalent in spectral regions characterized by strong
absorption and emission, e.g., beyond 1500 eml,

9. Conclusions

A data set of downward longwave spectral radiance, measured
at South Pole Station in 1992, is augmented with ancillary data to
describe the atmosphere. An error analysis shows that the primary
source of uncertainty in the spectral radiances is the temperature
of the warm calibration source; uncertainty in its emissivity also
contributes significantly. The overall measurement error is largest
in spectral regions that are relatively transparent, particularly the
atmospheric window region (800-1250 cm“). Three well-cali-
brated test cases are selected for clear-sky conditions.

The state of the atmosphere 4t the times of the test cases is con-
structed from radiosondes, water vapor sondes, and ozonesondes
and from surface measurements of carbon dioxide, methane,
nitrous oxide, CFC-11, and CFC-12 made at South Pole. Data
from the UARS satellite are used to describe the upper atmo-
sphere. Three model atriospherés have been constructed, includ-
ing estimated uncertainties in all profiles. These data represent the
coldest and driest test cases for radiative transfer models for ter-
restrial conditions.

The line-by-line radiative transfer model LBLRTM was used to
calculate spectral radiances, using the ancillary data as input.
Before the measurements were compared, the calculations were
adjusted for instrumental effects, namely, the spectral resolution
of the instrument and its finite field of view. Sources of error in
the calculations have been estimated; they are induced by uncer-
tainties in the viewing zenith angle and in the profiles of tempera-
ture and the principal radiatively active gases. The major
contributors to this error are the uncertainties in the temperature
and water vapor profiles. The uncertainty in the viewing zenith
angle becomes important in winter, when a steep near-surface
temperature inversion persists over the Antarctic Plateau.
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The differences in radiance between the measurements and cal-
culations are generally within twice the combined error in the
measurements and calculations. However, discrepancies exist at

both ends of the interferometer’s bandwidth. Another region of

discrepancy is between spectral lines from 1250 to 1500 cm™!,

where emission is from the foreign-broadened water vapor contin-
uum. Sensitivity studies show that the discrepancies are probably
not solely due to errors in the spectral radiance calibration or to
inaccurate specification of the water vapor profiles and therefore
suggest errors in either the spectroscopic database or the model of
the foreign water vapor continuum, or both. Future field measure-
ments in the polar regions should concentrate on accurately deter-
mining temperature and water vapor within the boundary layer. In
addition, spectral radiance observations should be extended to
wavenumbers as low as 300 cm™! to fully measure the unsaturated
portion of the water vapor rotational band. These suggestions
apply in particular to the ARM site on the north slope of Alaska
and to the Surface Heat Budget of the Arctic Ocean (SHEBA)
experiment [Moritz and Perovich, 1996].

The spectral radiance measurements and their corresponding
model atmospheres are available to the modeling community
through ICRCCM [Walden et al., 1997].
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